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Abstract. Over the last 5 decades monitoring systems have

been developed to detect changes in the accumulation of car-

bon (C) in the atmosphere and ocean; however, our ability

to detect changes in the behavior of the global C cycle is

still hindered by measurement and estimate errors. Here we

present a rigorous and flexible framework for assessing the

temporal and spatial components of estimate errors and their

impact on uncertainty in net C uptake by the biosphere. We

present a novel approach for incorporating temporally cor-

related random error into the error structure of emission es-

timates. Based on this approach, we conclude that the 2σ

uncertainties of the atmospheric growth rate have decreased

from 1.2 Pg C yr−1 in the 1960s to 0.3 Pg C yr−1 in the 2000s

due to an expansion of the atmospheric observation network.

The 2σ uncertainties in fossil fuel emissions have increased

from 0.3 Pg C yr−1 in the 1960s to almost 1.0 Pg C yr−1 dur-

ing the 2000s due to differences in national reporting errors

and differences in energy inventories. Lastly, while land use

emissions have remained fairly constant, their errors still re-

main high and thus their global C uptake uncertainty is not

trivial. Currently, the absolute errors in fossil fuel emissions

rival the total emissions from land use, highlighting the ex-

tent to which fossil fuels dominate the global C budget. Be-

cause errors in the atmospheric growth rate have decreased

faster than errors in total emissions have increased, a ∼ 20 %

reduction in the overall uncertainty of net C global uptake has

occurred. Given all the major sources of error in the global

C budget that we could identify, we are 93 % confident that

terrestrial C uptake has increased and 97 % confident that

ocean C uptake has increased over the last 5 decades. Thus,

it is clear that arguably one of the most vital ecosystem ser-

vices currently provided by the biosphere is the continued re-

moval of approximately half of atmospheric CO2 emissions

from the atmosphere, although there are certain environmen-

tal costs associated with this service, such as the acidification

of ocean waters.

1 Introduction: incorporating error into the global

carbon budget

Remarkable progress has been made in the study of the

global carbon (C) budget over the last 50 years; however,

errors associated with CO2 measurements and emission es-

timates still limit our confidence in calculating net C uptake

from the atmosphere by the land and ocean. Since the first

continuous measurements of atmospheric CO2 at Mauna Loa

were started in 1959 (Keeling et al., 2011), the global net-
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work of continuous monitoring sites has expanded to over

300 sites and continues to grow (Global View-CO2, 2013).

This expansion of the monitoring network allows us to re-

solve spatial patterns associated with the seasonal uptake and

release of CO2 from and to the atmosphere on an unprece-

dented scale. Similarly, nearly 10 million measurements of

the partial pressure of CO2 (pCO2) have been made in the

world’s oceans since 1957 (Bakker et al., 2014; Takahashi et

al., 2014), allowing us to estimate CO2 uptake by the oceans.

From global measurements of CO2 and its isotopic composi-

tion, it is clear that C emitted from industrial activities (Bo-

den et al., 2009) and human land use (Houghton, 1995) has

led to the accumulation of CO2 in the atmosphere and pCO2

in the oceans.

Even though our understanding of the global C cycle has

benefited tremendously from this unprecedented global C

monitoring network, we continue to struggle with errors in

our measurements and estimates of terms in the global C

budget that limit our ability to draw confident conclusions

regarding changes in net C uptake by the biosphere. As we

enter into an era in which scientists are expected to provide

an increasingly more detailed assessment of C uptake at in-

creasingly higher spatial and temporal resolutions (Canadell

et al., 2011), it is critical that we develop a framework for

the incorporation and propagation of spatial and temporal er-

rors into our calculations to prioritize future research efforts.

Furthermore, it is imperative that explicit uncertainties in the

global carbon budget be made available to policy makers so

that our best estimates can be weighted by levels of uncer-

tainty such that the most informed policy decisions can be

made.

The objective of this synthesis is to identify the major

sources of error in the important terms of the global C bud-

get and to assess how these errors affect calculations of net

global C uptake by the biosphere and the partitioning of up-

take between land and ocean sinks. Although this is an at-

tempt to fully incorporate errors into global C cycle analyses,

we acknowledge that there are latent sources of error that re-

main unknown and are difficult to incorporate into our analy-

sis at this time. However, the framework that we develop here

for incorporating both the spatial and temporal error structure

is flexible and can be used to incorporate additional sources

of error as our knowledge of the global C budget progresses.

The ultimate goal of this analysis is to identify and incorpo-

rate all known sources of error into the global C budget and

provide conclusions with confidence intervals of changes in

C uptake over the observational period from 1959 to 2010.

1.1 Important terms of the global carbon budget

Prior to identifying the main sources of error in the global

carbon budget, it is necessary to describe the key processes

controlling changes in atmospheric CO2 concentrations. Ac-

cording to the mass balance of the atmosphere,

dC

dt
= EF+EL+NO+NL, (1)

where dC
dt

represents the annual growth rate of atmospheric

CO2, EF represents the one-way flux of fossil fuel emis-

sions, including cement production, to the atmosphere (An-

dres et al., 2012), and EL represents land use emissions to

the atmosphere (Houghton et al., 2012). Atmospheric CO2

is constantly being exchanged between the atmosphere and

the biosphere, and NL represents net C exchange by the land

through photosynthesis and respiration andNO represents net

C exchange by the ocean through air–sea gas exchange. Al-

though land use emission estimates were originally derived

to capture C emissions as a result of clearing primary forest,

the operational definition of EL has expanded to include de-

forestation and processes affecting forest regrowth, such as

CO2 fertilization and N deposition (Houghton et al., 2012).

These different processes incorporated into the EL term are

difficult to disentangle and quantify on the global scale, and

thus their combined uncertainty is considered in our error

analysis. Because we have defined the global C mass balance

with respect to the atmosphere, all emission terms (E) add C

to the atmosphere and thus have a positive sign, whereas the

net exchange terms (N ) can have a negative sign indicating

net C uptake from the atmosphere or a positive sign indicat-

ing net C release to the atmosphere. All of the terms in the

budget can be measured directly or estimated with an annual

time step, except the net land uptake term (i.e.,NL) that is in-

ferred as the residual land C sink. Thus, here we consider the

statistical error associated with the measurement (e.g., CO2)

or estimates (e.g., EF and EL) of each term in the global C

budget (see Eq. 1 and Fig. 1).

Below, we provide a brief overview of the sources of error

in the measurement of the growth of atmospheric CO2 and

each of the terms in the carbon budget. We then construct

a global carbon budget with a full accounting and propaga-

tion of error using a Monte Carlo type approach. To separate

ocean and land uptake, we rely on ocean models constrained

by observations. We conclude with a discussion of the im-

portant sources of error and their impact on uncertainties in

calculating land and ocean C uptake.

1.2 Sources of error in global atmospheric CO2

measurements

Most of the error associated with calculating annual changes

in the concentration of atmospheric CO2 (i.e., dC
dt

) on the

global scale is not due to instrumental accuracy or preci-

sion, but rather due to sampling error resulting from the

number and locations of sampling sites in the global atmo-

spheric CO2 observing network (Conway et al., 1994). Until

recently, measurements of atmospheric CO2 were made pri-

marily using infrared gas analyzers that have a reported ac-

curacy of 0.3 ppm, reproducibility of 0.5 ppm, and precision
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of approximately 0.05 ppm (Conway et al., 1994; Keeling,

1960). However, because measurements of atmospheric CO2

are made across a spatially heterogeneous network of sites,

errors in quantifying changes in atmospheric concentration

of CO2 may occur. Although it is possible to control for local

contamination by only using background sites located within

the marine boundary layer, errors still arise as a result of

where atmospheric CO2 measurements are made. As the at-

mospheric growth rate of CO2 has increased, the uncertainty

in the growth rate has gone down due to the addition of sam-

pling sites to the global CO2 observing network. Although

recent advances in laser technology have greatly increased

the precision and frequency of gas phase CO2 measurements,

ultimately our ability to resolve changes in atmospheric CO2

concentration and attribute them to regional fluxes may still

be limited by the spatial distribution of sites in the global

CO2 observatory.

1.3 Sources of error in global oceanic pCO2

measurements

Just as sampling errors associated with atmospheric CO2

measurements may lead to uncertainty in our estimates of

the atmospheric growth rate, errors associated with pCO2

measurements and their locations may lead to uncertainty in

estimates of global ocean C uptake. Ocean C uptake is es-

timated as a function of the differences in partial pressure

between the atmosphere and the ocean (1pCO2), as well

as the kinetics of CO2 gas transfer and solubility. Uncer-

tainty in net ocean C uptake is most sensitive to errors in

the long-term pCO2 trend, but other factors such as wind

speed and sea surface temperature that affect the kinetics of

air–sea gas exchange are also important (Wanninkhof et al.,

2013). The partial pressure of CO2 in the ocean is much more

variable than in the overlying atmosphere. Because pCO2

values vary by as much as 100 µatm on seasonal to interan-

nual timescales and become spatially uncorrelated at 102 km,

extrapolating pCO2 values is statistically challenging (Li et

al., 2005). Although statistical techniques for extrapolating

pCO2 and estimating C uptake by the oceans are improv-

ing (e.g., Landschützer et al., 2013; Rödenbeck et al., 2013),

researchers often rely on ocean biogeochemical models to

expand inference to the global scale (Le Quéré et al., 2010,

2013). The largest uncertainty in estimating the net global ex-

change of CO2 between the ocean and the atmosphere is due

to the assumption that pCO2 in the ocean changes at the same

rate as pCO2 in the atmosphere, leading to a time-invariant

1pCO2. However, studies suggest that 1pCO2 is not con-

stant and may have decreased in recent decades in the North

Atlantic, resulting in decreased C uptake (Schuster and Wat-

son, 2007), and may have increased recently in the Pacific,

resulting in increased C uptake (Le Quéré et al., 2010). Diffi-

culties also arise in extrapolating estimates of ocean C uptake

to the Southern Hemisphere where observational constraints

on simulations are sparse (Lenton et al., 2013) and in coastal

Figure 1. Diagram of the global carbon budget in the year 2010.

Major fluxes of C to the atmospheric reservoir of CO2 are from

fossil fuel emissions (FF) and land use land conversion (FL) and

are illustrated as red vectors. Net land (NL) uptake of C from the

reservoir of atmospheric CO2 is illustrated by green vectors and

net ocean uptake (NO) is illustrated by blue vectors. The size of

the vectors is proportional to the mass flux of C as indicated in

petagrams of C per year, where 1 Pg= 1015 g (illustration modified

from Wikimedia Commons). Error estimates for each flux in 2010

are expressed as ±2σ .

regions that may be affected by continental delivery of dis-

solved inorganic C or complex upwelling patterns (Dai et al.,

2013). The overall 2σ uncertainty in C uptake by the ocean

has been estimated empirically from atmospheric O2 to be

between 1.2 and 1.4 Pg C yr−1 (Ishidoya et al., 2012; Man-

ning and Keeling, 2006), which is slightly higher than the 2σ

uncertainty of 1.0 Pg C yr−1 based on estimates from ocean

biogeochemical models (Le Quéré et al., 2013).

1.4 Sources of uncertainty in estimating fossil fuel

emissions

The greatest contributor to the increase in atmospheric CO2

over the last 50 years is emissions from the combustion of

fossil fuels and cement production (EF), and therefore errors

associated with these emission estimates have the potential

to result in large uncertainties in the global C budget. Global

emissions of fossil fuels have increased significantly during

the last 5 decades, but relative errors of fossil fuel emission

estimates have also increased, leading to a substantial in-

crease in the uncertainty of fossil fuel emissions (Ballantyne

et al., 2012). Although our understanding of sources of error

in fossil fuel emission estimates has greatly improved, emis-

sions are increasing faster in nations with less accurate emis-

sion estimates, thus leading to an increase in both relative

and absolute errors of global fossil fuel emissions (Andres et

al., 2014, 2012). Because fossil fuel emissions are often esti-

mated from energy consumption or production statistics, they

are a fairly well constrained economic variable. Nonetheless,

there are two primary sources of error that lead to uncertain-

ties among and within fossil fuel emission inventories.
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First, methodological differences in how energy consump-

tion statistics are converted to CO2 emissions may lead to dif-

ferent fossil fuel emission estimates among different invento-

ries. Most global fossil fuel inventories include emission esti-

mates from solid, liquid, and gas fossil fuels, but the emission

coefficients used to convert fossil fuel consumption to CO2

emissions may vary among inventories (Andres et al., 2012).

Furthermore, fossil fuel inventories may also differ in their

inclusion or treatment of estimated emissions from cement

production, gas flaring, and bunker fuels used for interna-

tional transport. These slight differences in how inventories

treat industrial emissions can lead to significant differences

in estimates among inventories. While global fossil fuel in-

ventories often rely on similar energy statistics, slightly dif-

ferent methodological approaches employed by different in-

ventories can result in considerably different estimates of

global fossil fuel emissions; thus, quasi-independent fossil

fuel emission estimates contribute to the global fossil fuel

emission uncertainty.

The second major source of error in fossil fuel emission

estimates is due to emission accounting practices of individ-

ual countries. It has long been suspected that emission re-

porting practices of developing nations are less reliable than

reporting practices from developed nations (Marland et al.,

2009). Another important characteristic of the error structure

in emission estimates is that some components of the emis-

sion errors may be temporally correlated from year to year

(Ballantyne et al., 2012; Marland et al., 2009). The global

2σ relative uncertainty on the flux-weighted fossil fuel emis-

sion estimates is thought to range between 5 and 10 %. Thus

it is clear that slight discrepancies in fossil fuel emission es-

timates may lead to potentially large impacts on the inferred

global C uptake (Francey et al., 2013).

1.5 Sources of uncertainty in estimating land use

change emissions

Although emissions from changes in land use and land cover

(i.e., EL) contribute a smaller fraction to total emissions of

atmospheric CO2, relative errors in estimating EL remain

quite high, and thus errors in land use emission estimates can

result in large uncertainties in carbon uptake estimates. In the

1950s approximately 30 % of total CO2 emissions to the at-

mosphere were from land use change compared to the last

decade, in which only 10 % of the total emissions were from

land use change. This reduction in the fraction of emissions

due to land use change is largely the result of significant in-

creases in fossil fuel emissions combined with nearly con-

stant land use emissions over the last 50 years (Houghton et

al., 2012). There are two different approaches to estimating

emissions from changing patterns in land use and land cover

change (LULCC): bookkeeping and process-based models.

Bookkeeping techniques involve integrating either census

or satellite data on forestry and agriculture with data on car-

bon densities to calculate sources and sinks of carbon based

on empirical models (DeFries et al., 1999; Houghton, 1995).

The second approach uses process-based ecosystem mod-

els to estimate carbon densities and rates of change in these

densities as a result of the same drivers of LULCC (i.e.,

forestry and agriculture) (Stocker et al., 2011; Yang et al.,

2010). The major difference between these two approaches

is that process-based models include the effects of environ-

mental change (e.g., CO2, climate, N deposition) on rates

of decomposition and growth, while in the bookkeeping ap-

proach these rates are constant through time. Each of these

approaches attempts to capture the net effect of C release

from deforestation and C uptake in forest regrowth. Based

on this broader definition of LULCC emissions, it is clear

that LULCC processes can be treated as emissions (i.e., EL)

or they could be included in the net land exchange term (i.e.,

NL). Here we consider LULCC emissions explicitly in the

EL term, but this algebraic arrangement does not affect our

error analysis. Factors contributing to errors in LULCC emis-

sion estimates can be separated into uncertainty in agricul-

tural areas and rate of change in agricultural and forested

areas, C density of natural and agricultural lands undergo-

ing change, and uncertainty stemming from the definition of

LULCC emissions (Gasser and Ciais, 2013; Pongratz et al.,

2014). Emission estimates derived from these different ap-

proaches may differ by as much as 30 % and overall relative

2σ errors in these individual approaches may be as high as

50 % (Houghton et al., 2012). Therefore, even though CO2

emissions associated with land use change contribute a de-

creasingly smaller fraction of total CO2 emissions, land use

emission errors remain relatively high.

2 Methods: identifying sources of error AND

uncertainty in the global carbon budget

2.1 Errors in calculating the atmospheric growth rate

Documenting changes in global CO2 concentrations based

on atmospheric observations is not trivial, but fortunately the

global observation network has expanded over the last 50

years, allowing us to estimate changes in dC
dt

with greater

confidence. Thus the error in estimating the atmospheric

growth rate can be described as follows:

d̂C

dt
=

dC

dt
× (1+ εc), (2)

where d̂C
dt

represents our estimate of the true annual growth

rate of atmospheric CO2 ( dC
dt

) and is calculated as the mean

December and January (MDJ) concentrations of atmospheric

CO2 minus the MDJ values from the previous year (Thon-

ing et al., 1989). Although atmospheric CO2 is relatively

well mixed on timescales greater than 1 year (Conway et al.,

1994), there is considerable spatial and temporal error (εc)

associated with estimating d̂C
dt

on annual timescales. For a
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direct comparison with other terms in the global C budget,

molar mixing ratios of atmospheric CO2 are converted to a

mass of petagrams (Pg= 1015g) C using the conversion fac-

tor 2.124 Pg C ppm−1 (Sarmiento et al., 2010).

2.1.1 Spatial error component of the atmospheric CO2

growth rate

Most of the error associated with calculating the changes in

atmospheric CO2 concentration from year to year is due to

seasonal heterogeneities in the atmospheric mixing of atmo-

spheric CO2 and the spatial unevenness of the global observ-

ing network (http://www.esrl.noaa.gov/gmd/ccgg/). In fact,

through cross-validation of individual sites using the entire

global network (Masarie and Tans, 1995), errors associated

with the sampling network have been estimated to be about

1.2 Pg C , which makes it challenging to substantiate annual

growth rates that may only vary between 1 and 2 Pg C yr−1

during early parts of the observational record (Ballantyne et

al., 2012; Conway et al., 1994; Keeling et al., 1995).

To assess how much εC varies as a function of the nonran-

dom spatial distribution of the global observation network,

we first subset the global network for “background” sites in

the marine boundary layer (MBL; see Fig. 2) that are less

affected by local anomalies in fossil fuel emissions and up-

take (Masarie and Tans, 1995). To assess how biases in the

MBL network may affect εC , bootstrap simulations were per-

formed by simulating 100 alternative observation networks

consisting of 40 sites that are resampled with replacement

from sites located in the MBL. The only geographic con-

straint on resampling is that at least one site from the trop-

ics, Arctic, Antarctic, North Pacific, and North Atlantic must

be included in each simulated network. Since 1980, d̂C
dt

has

been calculated from all 100 simulated observation networks

drawn from the MBL sites.

2.1.2 Temporal error component of the atmospheric

CO2 growth rate

Because complete mixing of atmospheric CO2 may take

more than a year, errors in dC
dt

are not independent from

year to year. In fact, errors in MDJ (εMDJ) values show

considerable interannual positive autocorrelation, such that

εMDJ(t) = 0.244 εMDJ(t−1)+0.086εMDJ(t−2)+ε(t), where ε(t)
represents random error in the current year (Ballantyne et al.,

2012). Because MDJ values that are biased high lead to dC
dt

estimates that are biased high in the previous year and biased

low in the subsequent year, this leads to a negative autocor-

relation, such that εC(t) =−0.413εC(t−1)− 0.166εC(t−2)−

0.085εC(t−3)+ ε(t). Over the period prior to 1980, d̂C
dt

was

calculated from atmospheric CO2 observations at Mauna Loa

and the South Pole (MLOSPO) and εC was estimated from

the εMDJ autocorrelated noise, as described above, normal-

ized to a standard deviation of 0.24 ppm based on the period

of observational overlap between MLOSPO and the MBL.

Figure 2. The global observation network used in calculating the

annual atmospheric CO2 growth rate. The annual growth rate of at-

mospheric CO2 is calculated from resampling sites in the global

network located in the marine boundary layer (black points; top

panel). The annual growth rate since 1980 is calculated from the

entire marine boundary layer, while the growth rate prior to 1980

is calculated from observation sites at Mauna Loa, Hawaii, USA,

and the South Pole, Antarctica. The mean atmospheric growth rate

is illustrated as a thick black line and growth rates calculated from

the 100 simulated sampling networks are illustrated by the thin grey

traces.

Monthly mean MLOSPO values prior to 1974 were calcu-

lated from Scripps Institution of Oceanography data (Keel-

ing et al., 2005), and monthly mean MBL values were calcu-

lated from data collected by the National Oceanic and Atmo-

spheric Administration’s Earth System Research Laboratory

(http://www.esrl.noaa.gov/).
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2.2 Errors and uncertainties in fossil fuel emission

estimates

The process that currently accounts for the greatest flux of

CO2 to the atmosphere is the combustion of fossil fuels and

cement production (i.e.,EF). Because fossil fuel emission es-

timates are derived from economically constrained statistics

of energy production and consumption, the relative errors in

fossil fuel emission estimates are fairly small and typically

between 5 and 10 % (Andres et al., 2014). However, because

fossil fuel emissions currently account for > 90 % of total

emissions, even relatively small errors can result in poten-

tially large uncertainties in absolute C uptake calculated on

the global scale (Francey et al., 2013; although see Raupach

et al., 2013). Therefore, identifying the sources of error in

fossil fuel emission estimates ÊF is critical to constraining

uncertainty in the global carbon budget:

ÊF = EF × (1+ εF), (3)

where εF , the error factor in estimating fossil fuel emissions,

has both a spatial and temporal component.

2.2.1 Spatial error component of fossil fuel emissions

There are many sources of error in estimating fossil fuel

emissions. In particular, fossil fuel emission inventories dif-

fer in their inclusion of CO2 emissions from cement produc-

tion and international transport, as well as their treatment of

gas flaring (Andres et al., 2012). These subtle differences

can equate to considerable discrepancies between different

inventories (Fig. 3). Another significant source of error in

global emission inventories is due to the different account-

ing practices of different nations. Although emission inven-

tories are often based on standardized surveys of energy con-

sumption, different institutions have different protocols for

missing data and how units of energy are converted into CO2

emissions (Andres et al., 2012). In some instances there may

even be large discrepancies between the sum of provincial

emission estimates and national emission estimates (Guan

et al., 2012). All of these factors lead to uncertainties in

emission estimates. While there is a general consensus that

emission errors in developed nations are much lower than in

developing nations, emissions are increasing at a faster rate

simply because these nations are developing rapidly.

For this analysis, countries were grouped into geo-

graphic regions as specified by the United Nations Statistics

Division (http://unstats.un.org/unsd/methods/m49/m49regin.

htm). Uncertainties for each country (see Supplement, Ta-

ble S1; Andres et al., 2014) were used to create regional

maximum error distributions for each emission inventory us-

ing a bootstrapping method, with the highest emitters within

the region contributing the most to the error distributions.

This effect was achieved by weighting the sampling proba-

bility (P(s)) by the relative contribution of each country’s
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Figure 3. Fossil fuel emission estimates and their uncertainties from

1960 to 2010. The three inventories (top panel) compared are from

BP (British Petroleum; black), the Emission Database for Global

Atmospheric Research (EDGAR: green), and the Carbon Dioxide

Information and Analysis Center (CDIAC; red). All inventories also

include cement production. Thin grey traces represent the Monte

Carlo simulations of uncertainty for the fossil fuel emission inven-

tories (N = 3× 500= 1500). Errors are estimated by deriving re-

gional error distributions and then randomly drawing from these

distributions for error estimates of individual nations (bottom panel)

where error estimates are modified from Andres et al. (2014). Emis-

sion errors are reported as relative errors of total emissions by na-

tion, and emission errors for Antarctica are for the Antarctic fishing

fleet. See Supplement, Table 1, for national errors.

emissions (EC) to the total emissions within that region

(ER) : P(s)= EC/ER .

The bootstrapping method used 1000 iterations of the

mean of sampled errors to produce a smoothed distribu-

tion for regional maximum errors. This method allows for

bounded fluctuations in country-level annual errors that re-

late directly to regional errors. To constrain the temporal

component of the emission errors (Sect. 2.2.2), 10 random

samples were drawn from the corresponding error distribu-
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tion for each country for each year from 1959–2010, pro-

ducing 10 random relative error time series for each country.

These time series were used to produce the autocorrelated

time series as described in Sect. 2.2.2.

2.2.2 Temporal error component of fossil fuel emissions

Fossil fuel accounting practices differ by individual nations,

but these accounting practices often change over time as well.

The errors in annual emission estimates are not independent

from year to year. For instance, if an error is identified in an-

nual emission calculations of a given country, then this error

is corrected for the current year and all previous years’ emis-

sion estimates may be retroactively corrected (Marland et al.,

2009). Thus the errors in annual emission estimates are not

necessarily independent over time. To account for this po-

tential time-dependent error, we modified the conventional

Monte Carlo approach, in which errors are randomly drawn

for each year of the simulation to account for the known au-

tocorrelation of errors in emission inventories. To distinguish

this approach from the conventional Monte Carlo approach,

we refer to it as an “el camino” method in which errors in the

current year are dependent upon errors in previous years and

thus the temporally correlated errors follow a “path” from

year to year. This el camino approach allows for the incor-

poration of autocorrelated random noise into our fossil fuel

emissions, such that

εF (t) = 0.95× εF (t−1)+ ε(t), (4)

where emission error factors for any given year εF (t) are

correlated with emission estimates from the previous year

εF (t−1) by an autoregressive coefficient of 0.95 with ε(t)
as random error. Based on this formulation, the persistence

of autocorrelation among errors in successive years is ∼ 20

years. We note that our selection of ∼ 20 years for the per-

sistence of autocorrelation in emission error estimates is

somewhat arbitrary; it assumes that errors are not corrected

retroactively after 20 years. While it is conceivable that emis-

sion errors could be corrected going back even further in

time, it has been shown that estimates tend to converge af-

ter a decade (Marland et al., 2009); therefore, 2 decades is

a fairly conservative estimate of the time dependence of er-

rors. For our analysis, we relied on three independent fossil

fuel emission inventories (Fig. 3) – BP (previously known

as British Petroleum), the Carbon Dioxide Information and

Analysis Center (CDIAC), and the Emission Database for

Global Atmospheric Research (EDGAR) – all of which in-

cluded cement production as a source of emissions.

2.3 Errors and uncertainties in land use emission

estimates

Among the variables in the global carbon budget (Eq. 1),

CO2 emissions from land use and land change (EL) are prob-

ably the most difficult to quantify and have the greatest error.

This is because the net flux from EL encompasses emissions

resulting from the conversion of land from primary forest to

agricultural land, in addition to C uptake associated with the

abandonment of agricultural lands and the regrowth of sec-

ondary forest (Houghton, 1995). Many of these processes oc-

cur on local to regional scales; thus, these errors are difficult

to propagate to the global scale. However, rates of deforesta-

tion and regrowth have changed over time, and other environ-

mental processes, such as N deposition, climate variability

and CO2 fertilization may alter these rates (Jain et al., 2013).

Here we consider the main factors contributing to the spatial

and temporal components of EL, such that

ÊL = EL × (1+ εL). (5)

2.3.1 Spatial error component of land use emissions

Land use emissions have remained fairly constant, or may

have diminished, over the past 20 years, but patterns of

deforestation associated with these emissions have clearly

changed (Hansen et al., 2013; Houghton et al., 2012). Al-

though recent estimates from Landsat imagery indicate that

deforestation in Brazil has indeed gone down by approx-

imately 1300 km2 yr−1 in Brazil from 2000 to 2010 the

last decade, this has almost been compensated for by a

1000 km2 yr−1 increase in deforestation rates in Indonesia

over the same period (Hansen et al., 2013), suggesting a re-

gional shift in land use emissions but very little net change

in global land use change emissions over the last decade

(Houghton et al., 2012). However, there are errors and as-

sumptions associated with the conversion of forest area into

CO2 emission equivalents, and the 2σ relative uncertainties

on emission estimates from land use change are thought to

be on the order of 50 % (R. A. Houghton, personal commu-

nication, 2012).

2.3.2 Temporal error component of land use emissions

Similar to errors in fossil fuel emission estimates, errors in

CO2 emissions from land use are also serially correlated. The

benchmark method for estimating emissions from land use

is the bookkeeping approach developed by Houghton (1983)

that is based on global forestry statistics that are only re-

leased every 5 years (FAO, 2010). Thus net land use emis-

sions must be extrapolated for intervening years when no

forestry statistics are available. Although this interpolation

approach works fairly well when rates of deforestation and

regrowth are not changing, this approach can lead to errors

in estimating land use emissions that once again are cor-

rected retroactively. Therefore, we apply a similar el camino

approach to simulating the autocorrelated errors in land use

emissions by using the following relationship:

εL (t) = 0.05× εL (t−1)+ ε(t), (6)

where the persistence of temporally correlated errors in land

use emission is reduced to ∼ 5 years. While this time per-
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Figure 4. Comparison of land-use–land-change emission inven-

tories from 1960 to 2010. The three inventories compared are

the bookkeeping approach (Houghton et al., 2012; black), model-

derived estimates including historical land use (Stocker et al., 2013:

blue), and model-derived estimates, including historical land use

and nitrogen cycling (Yang et al., 2010; red). Thin grey traces rep-

resent the Monte Carlo simulations of uncertainty for the land use

emission estimates (N = 3× 500= 1500).

sistence value is also arbitrary, it was selected based on the

Food and Agricultural Organization’s forestry statistics that

are updated every 5 years. Therefore, land use emission es-

timates are predicted into the future 4 years and then cor-

rected retroactively in the fifth year (Friedlingstein et al.,

2010). Here we consider three independent estimates of EL

derived from three different approaches: (1) the bookkeep-

ing method based on forestry statistics (Houghton, 1995), (2)

a model-derived estimate based on historical land use maps

(Stocker et al., 2011), and (3) a model-derived estimate in-

cluding historical land use as well as nitrogen cycling (Yang

et al., 2010). Although more EL estimates exist, we have se-

lected three representative estimates of EL covering a range

of possible approaches for inclusion in our error analysis

framework (Fig. 4).

2.4 Estimating net ocean and land uptake with

uncertainty

2.4.1 Estimating net global C uptake

In order to estimate changes in the net global C uptake, we

focused on two diagnostic variables of the global C cycle.

First we calculated net global C uptake by simply rearranging

Eq. (1) to solve for

6N =
d̂C

dt
− 6E , (7)

where we calculate net global uptake simply as the difference

between the annual atmospheric growth rate and the sum of

net emission fluxes to the atmosphere. Because we have de-

fined the C mass balance with respect to the atmosphere, a

net loss from the atmosphere corresponds with negative 6N

as a result of increased C uptake by the biosphere. In order to

calculate relative changes in global C uptake efficiency, we

also calculated the airborne fraction (AF), according to

AF =
d̂C

dt
/6E, (8)

where an increase in AF would indicate an increase in the

proportion of emissions remaining in the atmosphere and

perhaps diminished C uptake efficiency by the biosphere.

To incorporate the error from different combinations of

our fossil fuel emission simulations (EFX) and our land use

emission simulations (ELX), we devised an emission sce-

nario matrix:

6E(FX,LX) =

[
EF1+ EL1 EF1+EL2 EF1+ EL3

EF2+ EL1 EF2+EL2 EF2+EL3

EF3+ EL1 EF3+EL2 EF3+ EL3

]
, (9)

where6E(FX,LX) is a flexible framework that can accommo-

date any number of combinations of emission simulations. In

our analysis we only consider three EFX estimates and three

ELX estimates in our 3× 3 matrix for a total of nine differ-

ent combinations of fossil fuel and land use emissions. Each

combination consists of the sum of 500 fossil fuel emission

simulations and 500 land use emission simulations with their

associated spatial and temporal error spanning 52 years (ie.

1959 to 2010), for a grand total of 4500× 52 simulations of

6E(FX,LX) (Fig. 5). In order to calculate6N and AF, we ran-

domly drew from our dC
dt

simulations to perform 4500 calcu-

lations of 6N and AF spanning the period of 1959 to 2010.

We calculated 6N and AF using two approaches; one using

the sum of all emissions as shown in the emission scenario

matrix (Eq. 9) and the other using just EF simulations to as-

sess how sensitive global C uptake is to these two different

CO2 emission scenarios.

2.4.2 Partitioning C uptake between the land and the

ocean

In order to partition the global net C uptake flux between

net land (i.e., NL) and net ocean (i.e., NO) uptake, we re-

lied on ocean biogeochemical models that have been con-

strained by observations (Le Quéré et al., 2013) . In partic-

ular, these ocean biogeochemical models have been normal-

ized to changes in atmospheric O2 /N2, which provide an

independent estimate of ocean C uptake mostly expressed on

decadal timescales. We extended this logic by using O2 /N2

measurements to estimate the error in estimates of ocean C

uptake in these ocean biogeochemical models:

N̂O = NO × (1+ εO), (10)
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Figure 5. Total emission scenarios including uncertainty. Plotted

are all combinations of the sum of land use and fossil fuel emission

estimates included in this study A total of 500 realizations for each

of the three land use emission estimates and each of the fossil fuel

emission estimates is included for a total of 4500 global emission

realizations (each colored line).

where εO is the 2σ error in ocean C uptake and is estimated,

as the average uncertainty in atmospheric potential oxygen,

to be approximately 1.3 Pg C yr−1 as reported in Ishidoya

et al. (2012) and Manning and Keeling (2006). Thus, time-

invariant random normally distributed error (±εO) is added

to each year of C uptake in each of the ocean biogeochemical

models included in our analysis. For our analysis we consid-

ered ocean C uptake estimates from five independent ocean

biogeochemical models: (1) Nucleus for European Model-

ing of the Ocean (NEMO), (2) Laboratory of Science and

Climate of the Environment (LSCE) ORCA2-LIM model

(referred to as “LSCE” in Fig. 6), (3) Community Climate

System Model (CCSM-BEC), (4) Norwegian Ocean Biogeo-

chemical Model (MICOM-HAMOCC), and (5) Max Planck

Institute for Meterology Ocean Model (MPI-MET); these

have all been included in the Global Carbon Project’s 2013

assessment (Le Quéré et al., 2013). For each model, the ran-

dom error term (εO) was added at each time step for a to-

tal of 900 realization of C uptake with error for each model

for a grand total of 4500 realizations across models (Fig. 6).

It should be noted that in order to calculate the ocean C

uptake and its uncertainty from atmospheric measurements

of O2 /N2, fossil fuel emission estimates are required to

constrain the “atmospheric potential oxygen”; thus, the εO

and the εF terms are not entirely independent. Nonetheless,

O2 /N2 measurements provide a measure of error which can

be applied to individual climate model simulations. These

ocean C uptake realizations were then subtracted from our

global uptake to infer net land uptake, according to

N̂L = 6N − N̂O, (11)

Figure 6. Ocean carbon uptake estimates from five different ocean

biogeochemical models. Independent time-invariant random error

of 1.3 Pg C (2σ ) has been added to each annual model simulation

according to independent estimates of ocean C uptake (Ishidoya

et al., 2012). For each biogeochemical model estimate, 900 Monte

Carlo simulations were performed to better estimate error (thin grey

lines).

thus yielding a distribution of 4500 simulations of NO, with

NL spanning the 1959 to 2010 observational period. From

these simulations we estimate the significance of observed

trends in 6N , NO, NL, and AF over the last 5 decades as

well as decadal changes in the mean value and the variance.

3 Results: sources of error and their impact on uptake

uncertainty

3.1 Increasing precision and increasing variability in

the atmospheric CO2 growth rate

The error in calculating the annual atmospheric CO2 growth

rate has decreased considerably over the last 5 decades

(Fig. 2). The mean overall 2σ uncertainty for d̂C
dt

was

0.71 Pg C yr−1 , with a much higher 2σ uncertainty of

1.11 Pg C yr−1 from 1959 to 1980 and a much lower 2σ un-

certainty from 1980 to the present of 0.36 Pg C yr−1. At the

same time the variability in d̂C
dt

appears to have increased over

the last 50 years. This is most clearly evident when inspect-

ing decadal changes in the standard deviations of the annual

mean values of d̂C
dt

(Table 1). During the 1960s d̂C
dt

values

were much less variable (σ = 0.61 Pg C yr−1) than values of

d̂C
dt

, which peaked during the 1990s (σ = 1.40 Pg C yr−1) and

have subsequently become slightly less variable since 2000

(σ = 0.82 Pg C yr−1). It is intriguing that variability in d̂C
dt

ap-

pears to be increasing while our precision in estimating d̂C
dt

has also increased. To test whether this increase in d̂C
dt

is sim-

ply due to sites being added to the global atmospheric CO2

monitoring network, we examined the standard deviation in

the atmospheric growth rate calculated from only the Mauna

Loa and the South Pole monitoring sites. Although the over-
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Table 1. Decadal changes in variables of the global C budget. Reported are decadal means for the atmospheric growth rate, land use emissions,

fossil fuel emissions, global uptake, the airborne fraction, net ocean uptake, and net land uptake. The first number below the mean (in

parentheses) is the mean of the decadal standard deviations that provides a measure of our ability to detect a change in that variable. The

second number below the mean (in parentheses) is the standard deviation of the decadal means that provides a measure of variance in that

variable.

Decadal mean values and standard deviations

Variable 1960s 1970s 1980s 1990s 2000s

Atmospheric CO2 (PgCyr−1; ∂C/∂t) 1.75 2.72 3.42 3.18 4.14

Mean of standard deviations (0.60) (0.61) (0.22) (0.18) (0.16)

Standard deviation of the means (0.61) (0.91) (1.21) (1.40) (0.82)

Land use emissions (PgCyr−1; EL) 1.16 1.28 1.42 1.15 0.89

Mean of standard deviations (0.76) (0.64) (0.65) (0.67) (0.63)

Standard deviation of the means (0.25) (0.11) (0.13) (0.23) (0.12)

Fossil fuel emissions (PgCyr−1; EF) 3.09 4.76 5.53 6.45 7.89

Mean of standard deviations (0.15) (0.24) (0.30) (0.35) (0.47)

Standard deviation of the means (0.44) (0.41) (0.33) (0.24) (0.69)

Net global uptake (PgCyr−1; 6N ) −2.51 −3.32 −3.61 −4.38 −4.64

Mean of standard deviations (0.83) (0.76) (0.52) (0.56) (0.50)

Standard deviation of the means (0.52) (0.84) (1.13) (1.37) (0.98)

Airborne fraction (AF) 0.42 0.45 0.48 0.42 0.47

Mean of standard deviations (0.16) (0.11) (0.05) (0.04) (0.03)

Standard deviation of the means (0.12) (0.14) (0.16) (0.18) (0.10)

Net ocean uptake (PgCyr−1; NO) −1.11 −1.43 −1.79 −2.07 −2.21

Mean of standard deviations (1.31) (1.32) (1.33) (1.35) (1.39)

Standard deviation of the means (0.24) (0.16) (0.06) (0.09) (0.19)

Net land uptake (PgCyr−1; NL) −1.39 −1.89 −1.78 −2.35 −2.46

Mean of standard deviations (1.56) (1.51) (1.43) (1.46) (1.43)

Standard deviation of the means (0.56) (0.90) (1.17) (1.48) (1.06)

all variance in d̂C
dt

was slightly reduced when calculated from

only two sites, d̂C
dt

estimates show a similar increase in stan-

dard deviation from the 1960s (σ = 0.58 Pg C yr−1) through

the 1990s (σ = 1.26 Pg C yr−1). Thus the apparent increase

in carbon cycle variability over the last 50 years seems to

be robust and not an artifact of the expanding global atmo-

spheric CO2 observation network.

In the early part of the observation record, errors associ-

ated with estimating d̂C
dt

were one of the main contributors

to uncertainty in calculating global C uptake; however, as

the precision of estimating d̂C
dt

has increased, their contribu-

tion to global C uptake uncertainty has been reduced. In fact,

in the 1960s errors in the atmospheric CO2 growth rate ac-

counted for roughly 40 % of the uncertainty in global C up-

take; in contrast, in the 2000s errors in the atmospheric CO2

growth rate accounted for only about 10 % of the uncertainty

in global C uptake (Fig. 11). Thus, errors in estimating the

annual growth rate at the beginning of the period of obser-

vation (e.g., 1960s) made it difficult to determine if d̂C
dt

was

in fact statistically distinguishable from 0 (Fig. 2); however,

continued measurements have revealed that not only is d̂C
dt

positive, but it is clearly accelerating as a result of increased

emissions.

3.2 Increasing uncertainty in fossil fuel emission

estimates

As of 2010, more than 90 % of the total CO2 emissions to

the atmosphere were derived from fossil fuel combustion or

cement production (Fig. 1); therefore, slight errors in EF can

have significant impacts on C uptake estimates by the land

and ocean. While fossil fuel emissions have increased by a

factor of 3.6 over the past 50 years, the absolute errors in

fossil fuel emissions have increased by a factor 4.5 over the

same period of time (Fig. 3), suggesting that fossil fuels ac-

count for an increasing proportion of the atmospheric CO2

burden but that the precision of our EF estimates is actually
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decreasing over time. This result is supported by the decadal

statistics showing that the mean of the standard deviations

has increased from the 1960s to the present, while the stan-

dard deviation of the means has not changed appreciably (Ta-

ble 1). This increase in EF errors is due to the divergence in

independent EF inventories compounded by a greater contri-

bution of emissions from emerging economies. Estimates of

EF from BP appear to be slightly higher than EF estimates

from CDIAC and EDGAR, which are more similar to each

other but were slightly lower over the last 2 decades (Fig. 3).

It is not quite clear what differences in accounting practices

may cause these slight discrepancies between inventories be-

cause they often rely on the same energy consumption statis-

tics (Andres et al., 2012).

The other major source of error in fossil fuel emission es-

timates is from national reporting statistics that vary consid-

erably based on the degree of development in energy infras-

tructure (Fig. 3). While EF errors are relatively low for North

America, Europe, Australia, and parts of Asia, they are no-

ticeably higher for some countries that emit a large portion

of the global fossil fuel emissions, such as India, China, and

Russia. Lastly, the highest emission errors are for countries

in South and Central America as well as some countries in

Africa and the Middle East. These geographical regions with

higher errors are also located in regions with very few ob-

servations of atmospheric CO2, making our ability to detect

changes in net C uptake for these regions exceedingly diffi-

cult.

Lastly, poorly constrained fossil fuel emission estimates

are contributing a larger proportion to global C uptake un-

certainty today than they were 50 years ago (Fig. 11). In

the 1960s approximately 10 % of the uncertainty in global

C uptake could be attributed to errors in fossil fuel emission

estimates, whereas approximately 30 % of the global C up-

take uncertainty is due to fossil fuel emission errors since

2000. Furthermore, increasing trends in the errors of fos-

sil fuel emissions are quickly becoming the dominant factor

contributing to global C uptake uncertainty, with 38 % of the

overall uncertainty in global C uptake due to emission errors

in fossil fuels by the year 2010.

3.3 Uncertainty in land use emission estimates remains

high

Although emissions from land-use–land-cover change (i.e.,

EL) contribute much less to the total emissions to the atmo-

sphere today than they did 5 decades ago, emission errors

(i.e., εL) remain quite high (Fig. 4). Emissions from LULCC

have remained fairly constant over the last 50 years, with an

apparent decline over the last 20 years (Table 1). Because EL

has remained fairly constant while EF has risen steadily over

the last 50 years, the fraction of total emissions comprised

of EL has declined to 10 % since the year 2000, whereas EL

comprised almost 30 % of the total emissions to the atmo-

sphere during the 1960s.

Figure 7. Simulations of net global C uptake and the airborne frac-

tion from 1959 to 2010. Net global C uptake (6N ; top panel) is

plotted in comparison to the airborne fraction (AF; bottom panel).

A total of 4500 simulations of6N and AF are plotted in each panel

(thin grey lines) and mean annual values are overlaid (thick black

line). A significant acceleration in global net C uptake is indicated

by the dashed line with a slope equalling −0.05 Pg C yr−2 and a p

value equalling 5.5× 10−5 fitted to the annual mean 6N values.

See Table S2 for global C uptake values and their uncertainty.

Because errors in EL are often reported as relative errors,

they have gone down slightly in recent years as a function

of decreasing emissions for independent estimates of EL.

However, these slight decreases in errors (εL) for indepen-

dent land use emission estimates have been largely offset by

the disagreement among independent estimates (Fig. 4). The

combination of these factors has resulted in very little change

in the overall error structure of EL over the last 50 years

(Table 1). Because EL and εL have remained fairly constant

over the last 5 decades the proportion of error contributed to

global uncertainty in C uptake has remained at approximately

0.4 (Fig. 11).

3.4 Changes in net global C uptake and the airborne

fraction

A clear and significant acceleration in net global C uptake

has been observed from 1959 to 2010, with net rates of an-

nual6N nearly doubling from 2.2± 1.8 Pg C yr−1 in 1959 to

4.3± 1.6 Pg C yr−1 in 2010 (±2σ ). This acceleration in 6N

corresponds to a 0.5 Pg C decade−1 increase in the amount

of C taken up by Earth over the past 50 years (Fig. 7). Fur-

thermore, this increasing trend in net global C uptake, as ev-

idenced by progressively more negative 6N values, appears

to be insensitive to whether land use emissions are included

in our global C budget (Fig. 8a and b). For both emission sce-

narios with and without land use emissions, 6N trends were

all negative. In fact, when EL emissions are removed from

our calculations of6N , we see that the trend in6N actually

increases from−0.05 to−0.06 Pg C yr−1 (see median values

in Fig. 8a and b). Although a clear and significant increase

in 6N is evident over the last 50 years, there is consider-

able decadal variability as well. We see that 6N increased
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Figure 8. Trends in global carbon uptake. Plotted are the histograms

of slopes fitted to 4500 simulations of net global carbon uptake, i.e.,

global sink 6N in (a) and (b) and the airborne fraction (AF) in

panels c and d. Also plotted are the slopes fitted to 4500 simula-

tions without land use emissions included for 6N (b) and AF (c).

Negative trend slopes (grey filled bars) of 6N indicate accelerating

net global C uptake, whereas positive slopes (open bars) of AF in-

dicate a decrease in relative C uptake efficiency. The median slope

values are overlaid (red lines) for comparison with the 2σ trend cal-

culations (blue lines).

by ∼ 30 % from the 1960s to the 1970s, but only a ∼ 5 %

increase in 6N was observed from the 1990s to the 2000s

(Table 1). This suggests that the increase in global C uptake

has not been a steady increase but can be characterized by pe-

riods of rapid acceleration and periods of slow or no acceler-

ation (Table 1). The decadal means of the standard deviations

of 6N have steadily gone down over the last 50 years, indi-

cating that our ability to detect changes in global C uptake

has improved (Table 1). However, this increased detection

ability of 6N over time has been somewhat undermined by

the recent uptick in global C uptake uncertainty over the last

10 years, due to increasing errors in fossil fuel emission esti-

mates (Fig. 11). In contrast, the decadal standard deviation of

the mean values of 6N has increased over the last 50 years,

indicating an increase in the observed variability of global C

uptake that appears to have peaked at 1.37 Pg C yr−1 during

the 1990s (Table 1).

The airborne fraction of atmospheric CO2 has only in-

creased slightly over the last 5 decades, and this increase

is not significant (Fig. 7). Furthermore, the airborne fraction

appears to be highly sensitive to whether land use emissions

are included in our emission scenario. For instance, mostly

positive trends were observed in AF when both land use and

fossil fuels were included in our emission scenario, indicat-

Figure 9. Trends in global carbon uptake by the land and ocean:

both the land (green line) and ocean (blue line) show increasing car-

bon uptake over the last 50 years, as evidenced by increasingly neg-

ative uptake values (top panel); confidence intervals represent the

1σ (dark transparent) and 2σ (light transparent) distribution about

the mean values for the land (green line) and the ocean (blue line).

Kernel density functions for the distribution of uptake by the land

(green) and ocean (blue) by decades (bottom panel) showing the in-

crease in C uptake by decade but also the increase in variance for

land C uptake. See Supplement, Table 2, for ocean and terrestrial C

uptake values and their uncertainty.

ing a possible increase in AF and a possible decrease in rel-

ative global C uptake efficiency (Fig. 8c). However, if we

consider the fossil-fuel-only scenario, we see that the sign

of AF trends becomes almost exclusively negative, indicat-

ing a possible increase in relative global C uptake efficiency

(Fig. 8d). Although no significant trend in AF was observed

within the bounds of the uncertainty of our analysis, a consid-

erable decrease in annual AF variance was observed over the

50-year record of observations (Fig. 7). The decadal mean

of the standard deviations has gone down from 0.16 in the

1960s to 0.03 in the 2000s; such a decrease indicates that our

ability to detect changes in AF has increased by a factor of

4. Similar to our 6N statistics, the standard deviation of the

decadal means in AF has climbed steadily until the 1990s,

suggesting that variability in the global C cycle peaked in the

1990s and has remained strong.

3.5 Changes in the partitioning of C uptake between

the ocean and land

Both land and ocean C uptake have increased over the last

50 years; however, variability in this C uptake is quite differ-

ent for these two components of the global C cycle (Fig. 9).

The median value of our 4500 simulated NO trends was

−0.031 Pg C yr−2, and 97 % of these simulated trends were

negative (4378/4500), providing strong evidence that ocean

C uptake as simulated by ocean biogeochemical models

has increased over the last 50 years. Similarly, the median

value for our inferred trends of NL was −0.024 Pg C yr−2,

with 93 % of our simulations showing negative NL trends

(4185/4500). Therefore, given the full range of errors con-
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Figure 10. Coefficient of variation for net land and ocean C up-

take for each year from 1959 to 2010. Coefficients of variation

(CV) were calculated as the standard deviation / mean from each

of our 4500 simulations of global annual C uptake. Values of CV

for net land uptake (green) are compared with values of CV for net

ocean uptake (blue). Absolute mean values were used to account for

changes in sign of net land uptake that occurred over the 50-year pe-

riod.

sidered in our analysis of atmospheric CO2 observations and

emission estimates, we can say with an extremely high level

of confidence that ocean C uptake has increased steadily and

with a high level of confidence that land C uptake has in-

creased but with greater variability over the last 50 years.

Although empirical evidence clearly shows that rates

of ocean and land C uptake have increased, decadal

variability of NO and NL show quite different pat-

terns over the last 50 years. Rates of NO have in-

creased from 1.11± 1.31 Pg C yr−1 during the 1960s to

2.21± 1.39 Pg C yr−1 during the 2000s (Table 1). Even

though NO rates have increased in every decade over which

we have observationally constrained estimates, the percent-

age of increase in NO has gone down from a 29 % increase

from the 1960s to 1970s to only an 8 % increase from the

1990s to 2000s. Over the past 5 decades, the mean of the

standard deviations in NO has remained fairly constant but

increased slightly since 2000, possibly due to a divergence in

model predictions (Fig. 6). An alternative perspective is pro-

vided by the coefficient of variation of NO which has gone

down steadily over the last 50 years from∼ 1.5 to∼ 0.6, sug-

gesting that our ability to detect changes in NO has increased

considerably (Fig. 10).

Much more variability in net land C uptake was observed

in annual to decadal scales over the last 50 years. Rates

of NL have increased from 1.39± 1.56 Pg C yr−1 during the

1960s to 2.46± 1.43 Pg C yr−1 during the 2000s (Table 1);

however, considerable variability in NL was also observed

(Fig. 8). For instance, in 1987 (NL = 0.31± 1.40 Pg C yr−1)

and 1998 (NL = 0.82± 1.58 Pg C yr−1) a net release of CO2

from the terrestrial biosphere to the atmosphere is inferred.

Decadal variability in NL also appears to be increasing, as

evidenced by the increase in the standard deviation of the

annual mean NL values from 0.56 Pg C yr−1 in the 1960s to
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Figure 11. Proportion of error in terms contributing to the global

carbon uptake. The total error in global C uptake is calculated as the

square root sum of squared standard deviations for each term in the

global budget (black line). The proportion of global C uptake un-

certainty contributed from land use (green area) has remained fairly

constant, the proportion of global C uptake uncertainty contributed

from fossil fuels (red area) has risen in recent years, and the propor-

tion of global C uptake uncertainty contributed from atmospheric

CO2 measurements (blue area) has decreased.

1.06 Pg C yr−1 in the 2000s, with a peak in variance occur-

ring during the decade of the 1990s (Table 1). Although net

land C uptake appears to have become increasingly variable

on decadal scales over the last 5 decades, our ability to detect

changes in land C uptake and its interannual variability has

improved. The mean of the standard deviations ofNL has de-

creased from 1.56 Pg C yr−1 in the 1960s to 1.43 Pg C yr−1

in the 2000s, suggesting that our annual estimates of NL are

becoming more constrained over time (Table 1). This is also

reflected in a slight decrease in the coefficient of variation of

NL from∼ 1.0 in the 1960s to∼ 0.5 in the 2000s, albeit with

much greater interannual differences (Fig. 10). Incidentally,

both years that showed a net release of CO2 from the terres-

trial biosphere to the atmosphere also showed relatively high

coefficients of variation as the mean of NL approached 0 in

our simulations.

4 Discussion

4.1 Atmospheric growth rate

The stabilization of atmospheric CO2 concentrations is

one of the greatest challenges to humanity; however, it is

worth pointing out that in order to stabilize atmospheric

CO2 concentrations, we must first stabilize the atmospheric

CO2 growth rate. Unfortunately, there is no indication that

the atmospheric CO2 growth rate is stabilizing; in fact, it

has accelerated over the last 50 years (0.05 Pg C yr−2; p

value= 7.5× 10−7), such that every decade the growth rate

has increased by 0.5 Pg C yr−1. Although the atmospheric

CO2 growth rate has clearly accelerated it has not acceler-

ated smoothly on decadal timescales. For instance, during the
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1980s the growth rate of atmospheric CO2 accelerated only

slightly (0.04 Pg C yr−2), compared to the 1990s when the at-

mospheric growth rate accelerated rapidly (0.17 Pg C yr−2).

While it has been suggested that these decadal changes in the

growth rate of atmospheric CO2 are perhaps due to emission

errors (Francey et al., 2013), our analysis suggests that this

decadal variability is more likely due to variability in terres-

trial C uptake consistent with previous analyses (Bousquet et

al., 2000; Sarmiento et al., 2010).

Our ability to detect changes in atmospheric CO2 has in-

creased considerably as additional sites have been added to

the global monitoring network. The error in calculating d̂C
dt

has decreased by a factor of 4 from a mean value of 1.2 Pg C

during the 1960s to 0.3 Pg C during the 2000s. Even though

the annual mean of d̂C
dt

has increased rapidly over the last 50

years, the standard deviation about this annual mean has de-

creased even faster, as evidenced by the annual coefficient

of variation in d̂C
dt

that has gone down by a factor of 10

from 0.37 in the 1960s to 0.04 in the 2000s. This increase

in signal-to-noise ratio of d̂C
dt

once again clearly illustrates

our increased ability to detect annual changes in atmospheric

CO2 on the global scale. However, estimating global changes

in d̂C
dt

from observations at an array of background sites is

relatively easy compared to estimating regional changes in

d̂C
dt

from continental sites even when an extensive network

of frequent observations is available. For instance, Gourdji

et al. (2012) found a 0.8 Pg C yr−1 difference between two

atmospheric inversion estimates of the C budget for North

America depending on two different sets of boundary layer

mixing ratios of CO2; their value is close to our 2σ uncer-

tainty of 1.2 Pg C yr−1 for global C uptake for the year 2010.

Therefore, verifying potential changes in net CO2 fluxes on

the regional to continental scale remains a challenge. Hope-

fully, advances in satellite observations, including the re-

cently launched orbiting carbon observatory, in combination

with careful surface measurements will make regional carbon

accountability possible moving forward (Miller et al., 2014).

4.2 Fossil fuel emissions

At the inception of continuous atmospheric CO2 measure-

ments in 1959, fossil fuel emissions constituted approxi-

mately 75 % of the total emissions to the atmosphere; how-

ever, as fossil fuel emissions have increased, so has their rel-

ative contribution to the atmospheric burden of which fossil

fuels now contribute > 90 % (Table 1). As fossil fuel emis-

sions have become the dominant driver of increasing atmo-

spheric CO2 concentrations, absolute errors from fossil fuel

emissions have also increased steadily, thus causing a slight

increase in uncertainty of global C uptake in recent years

(Fig. 11).

The greatest source of error in fossil fuel emission esti-

mates is derived from national energy consumption statistics

that can be as high as 20 % of total emissions for some na-

tions (Fig. 3) and may be even higher in some years due to the

temporally correlated errors in emission estimates (Marland

et al., 2009). Although the large errors in emission estimates

have long been suspected, they have only recently been iden-

tified and quantified. For instance, by comparing provincial

and national fossil fuel emission estimates in 2010, Guan et

al. (2012) revealed a 1.4 Pg discrepancy between national

emission estimates that appear to be biased low and provin-

cial emission estimates that appear to be biased high (Guan

et al., 2012). This difference in fossil fuel emission estimates

from China alone amounts to approximately 15 % of the total

global emissions for 2010. Similar analyses have not yet been

conducted for other large emitting nations, but discrepancies

probably exist in the reporting practices of many nations. If

the absolute fossil fuel emission errors continue to grow, they

will start to undermine our ability to estimate C uptake by

the biosphere, especially on the regional scale (Francey et

al., 2013). It is also noteworthy that some emission estimate

errors may be simply accounting mistakes that do not require

retroactively correcting previous estimates, and other errors

may be improvements to protocols that may require retroac-

tively correcting previous estimates, so our time-dependent

error approach is more appropriate for the latter revisions to

accounting protocols.

4.3 Land use emissions

Total emissions from land use change have gone down

slightly over the last 2 decades and now rival the errors in

fossil fuel emissions. As of 2010 the 2σ error of FF was

approximately ±0.59 Pg C yr−1, whereas the total EL was

0.76± 0.98 Pg C yr−1, clearly illustrating that EL fluxes are

contributing a smaller proportion to the overall atmospheric

CO2 burden and that errors in estimating the EL term re-

main quite large. This suggests that efforts to reduce the at-

mospheric CO2 growth rate or its concentration should fo-

cus primarily on reducing fossil fuel emissions and secon-

darily on changes in land use practices. So-called Reducing

Emissions from Deforestation and Degradation (REDD) pol-

icy programs have been widely promoted; however, it is clear

that fossil fuel emissions currently dwarf land use emissions.

Therefore, current policies aimed at REDD programs may

be misguided and their effectiveness maybe difficult to quan-

tify (Matthews et al., 2014). Although C uptake is one of the

most important ecosystem services currently provided by the

terrestrial biosphere on the global scale, it is certainly not the

only ecosystem service provided by the terrestrial biosphere.

Our analysis indicates the need to reduce the uncertainty in

what constitutes land use emissions and how their errors are

calculated. Although LULCC emission estimates from book-

keeping approaches and process model approaches are fairly

comparable, discrepancies among these approaches may in

fact be due to differences in the operational definition of what

constitutes LULCC emissions (Houghton, 2013; Pongratz et
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al., 2014). In fact, LULCC emission estimates differ by as

much as 30 % suggesting that one third of the uncertainty in

LULCC emissions is simply due to differences in terminol-

ogy leading to differing treatments of deforestation and re-

growth. Further, the errors in LULCC emission estimates are

poorly constrained, with model simulations often not report-

ing estimate errors (Le Quéré et al., 2013) or bookkeeping

methods often reporting relative errors. Land use emissions

have gone down slightly from ∼ 1.5 to 1.0 Pg C yr−1 over

the last 5 decades, so based on a relative 2σ emission error

of 50 %, one would conclude that absolute errors have also

gone down from 0.75 to 0.50 Pg C yr−1. However, based on

the discrepancies among approaches it is clear that absolute

errors have probably remained fairly constant over the last

5 decades (Fig. 4). Discrepancies among the different oper-

ational definitions of land use emissions and their impacts

on the global C budget have been identified previously and

methodological frameworks have been proposed for recon-

ciling these different operational definitions and their esti-

mates (Gasser and Ciais, 2013).

4.4 Changes in land and ocean C uptake and their

implications

It is clear from our analysis that both the land and ocean

biosphere continue to provide a tremendous climatic benefit

by absorbing more than 50 % of the total CO2 that has been

emitted to the atmosphere over the last 50 years. According

to our estimates, net global C uptake (i.e., 6N ) has nearly

doubled over the last 50 years. While some evidence sug-

gests that terrestrial C uptake may be waning in the Southern

Hemisphere tropics (Zhao and Running, 2010) due to water

stress and that the C uptake in the Southern Ocean might be

reduced by increased surface winds (Le Quéré et al., 2007),

our analysis indicates that these potential regional declines

in both terrestrial and ocean C uptake are more than compen-

sated for by increased C uptake elsewhere in the biosphere.

At the same time our ability to detect changes in 6N has in-

creased (Fig. 7), as evidenced by the decrease of the mean

of the standard deviations by decade (Table 1). This reduced

uncertainty in our ability to quantify6N is mainly due to the

reduced error in our estimates of the atmospheric growth rate

due to the addition of sites to the global observing network

(Fig. 11).

Another important diagnostic of how the global C cycle

may be responding to concomitant changes in atmospheric

CO2 and climate is the airborne fraction (i.e., AF), which

provides a useful estimate of possible changes in C uptake

efficiency by the biosphere. A possible increase in AF over

the last 5 decades has been identified (Canadell et al., 2007)

and attributed to a decrease in the efficiency with which C is

being removed from the atmosphere by land and ocean sinks

(Le Quéré et al., 2009). Our analysis suggests that there is

considerable uncertainty with respect to possible trends in

AF: the sign of the AF trend is slightly positive when includ-

ing both fossil fuels and land use in our emission scenarios

but the trend becomes negative if we do not consider land

use in our emission scenarios. This result is consistent with

Knorr (2009), who found that any apparent trend in AF was

not statistically distinguishable from 0, suggesting that there

is too much uncertainty in the AF calculation to determine

whether a trend is evident over the last 5 decades. It should

also be noted that previous analyses were only able to iden-

tify a possible trend in AF after removing interannual vari-

ability in the atmospheric growth rate due to volcanic activity

and El Niño, making the interpretation of any changes in the

unitless relative AF even more difficult. Furthermore, it has

been demonstrated from model simulations that changes in

AF are more likely to be sensitive to rapid changes in fossil

fuel emissions than C uptake efficiency (Gloor et al., 2010).

However, it is important to note that the error associated with

calculating AF appears to have gone down, which may make

AF a more sensitive diagnostic of C cycle changes in the fu-

ture.

The net exchange of carbon between the terrestrial bio-

sphere and the atmosphere is challenging to estimate directly

and can only be inferred; however, more tightly constrained

estimates of the atmospheric CO2 growth rate have greatly

reduced the error associated with the inferred residual C sink.

As net global C uptake uncertainty has diminished (Fig. 11),

so has uncertainty in our calculation of net land C uptake

(i.e., NL). Indeed our estimates of NL show an overall de-

crease in the mean of the standard deviation over the last 5

decades, which indicates that once again our ability to de-

tect changes in NL has improved in recent years (Table 1).

While our estimates of changes in terrestrial C uptake are

largely inferred as a byproduct ocean biogeochemical mod-

els, more recently derived independent observationally based

estimates of ocean C uptake (Khatiwala et al., 2009; Majkut

et al., 2014) will allow for more observational constraints on

the largely inferred residual land C sink.

It is clearly evident that net land C uptake has increased

over the last 50 years (Fig. 9). Independent analyses from

observations and models corroborate our findings that the ab-

solute value of NL has increased over the last 5 decades. A

synthesis of data on C budgets of the world’s forests con-

cluded that terrestrial C uptake has remained strong and

fairly constant from 1990 through the 2000s (Pan et al.,

2011). In their synthesis, Pan et al. (2011) conclude that

NL was 2.5± 0.4 Pg C yr−1 during the 1990s and only de-

creased slightly to 2.3± 0.5 Pg C yr−1 from 2000 to 2007.

These estimates are fairly close to our estimates, although

our estimates indicate a slight increase in NL from the 1990s

(2.35± 1.5 Pg C yr−1) to the 2000s (2.46± 1.4 Pg C yr−1),

but with greater uncertainty (Table 1). It should be noted that

there is considerable decadal variability in NL and that the

conclusions from Pan et al. (2011) might have been com-

pletely different had they compared the 1970s to the 1980s,

over which time the amount of C uptake by the terrestrial

biosphere actually decreased, as evidenced by an increase in
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NL (Table 1.). Increases in terrestrial C uptake are also ev-

ident in estimates from dynamic vegetation models and at-

mospheric inversion studies, which both show terrestrial C

uptake increasing from 1980 and peaking in 2011 (Poulter et

al., 2014).

While net terrestrial C uptake has increased over the last 5

decades, the variability in net land C uptake appears to have

increased as well. In fact, the standard deviation of the means

in decadal C uptake by the terrestrial biosphere increased by

almost a factor of 3 from the 1960s through the 1990s, and

since 2000 the variability in net terrestrial C uptake has gone

down slightly (Table 1). Although several well-documented

stochastic events occurred during the latter half of the ob-

servational record, including two strong El Niño events in

1987 and 1997 as well as the eruption of Mt. Pinatubo in

1991, there remains an apparent increase in the variability

of net C uptake by the terrestrial biosphere. More recently,

semiarid ecosystems have been identified as regions of in-

creased photosynthetic activity and potentially enhanced C

uptake (Donohue et al., 2013; Poulter et al., 2014); however,

it should be noted that these ecosystems are often the most

vulnerable to carbon loss due to disturbance (Reichstein et

al., 2013), and thus increased C uptake during favorable cli-

mate conditions may be followed by increased C loss during

extreme climate events, ultimately leading to the increased

variance in net terrestrial C uptake observed in our analy-

sis. It is also worth pointing out that in some instances when

multiple disturbances of sufficient magnitude force the car-

bon system in the same direction, their effect can be detected

in the atmosphere. For instance, one of the most severe El

Niño events occurred in 1997 and this event was associated

with widespread tropical drought that was thought to reduce

photosynthesis on a global scale (Nemani et al., 2003). How-

ever, the impact of this random climatic event was greatly

exacerbated by land use practices in Southeast Asia that pro-

moted the draining of peatlands, which subsequently burned

during the El Niño event (Ballhorn et al., 2009), thus pro-

viding evidence of how compound disturbances to the terres-

trial C cycle can actually be detected in the atmosphere. It

remains to be seen whether this variability is simply the slow

resilience of the biosphere to global perturbations or whether

this increased variance indicates a potential regime shift in

the terrestrial C cycle (Reichstein et al., 2013).

Based on our error analysis across a range of ocean bio-

geochemical models, there is no clear indication that ocean C

uptake has diminished over the last 50 years. Although ocean

C uptake appears to have accelerated steadily by 0.2 and

0.3 Pg C yr−1 decade−1 from the 1960s to the 1990s, ocean

C uptake may have decreased slightly to 0.14 Pg C yr−1 over

the last decade. However, at the same time the mean of

the annual standard deviations also increased over the last

decade, suggesting less agreement among ocean models and

making it more difficult to detect the possible early stages

of ocean CO2 saturation. Much of the discussion regard-

ing possible CO2 saturation of the oceans has focused on

the Southern Ocean because it contributes such a large por-

tion (0.4 Pg C yr−1) to the recent net global annual ocean C

uptake of ∼ 2.0 Pg C yr−1 (Le Quéré et al., 2007; Loven-

duski et al., 2007). Unfortunately, this is a region of the

Earth for which atmospheric CO2 measurements and oceanic

pCO2 measurements are fairly scarce. In fact, estimates be-

tween ocean biogeochemical models (0.42± 0.07 Pg C yr−1)

and observational constraints (0.27± 0.13 Pg C yr−1) for the

Southern Ocean are not even in statistical agreement (Lenton

et al., 2013), suggesting that possible CO2 saturation of the

Southern Ocean would be extremely difficult to detect if it

were in fact occurring, given the current configuration of the

global C observation network. It should also be noted that

factors influencing the kinetics of air–sea gas exchange and

how they are incorporated into these ocean biogeochemical

models may have a large impact on global estimates of NO.

For instance, the gas transfer velocity term used in calcu-

lating NO incorporates a solubility function and wind speed

function, neither of which are linear functions (Wanninkhof

et al., 2013). Although these functions have been optimized

based on empirical studies, it is not known how much re-

gional variability there is in these functions and whether it is

valid to apply a universal air–sea gas exchange parameteri-

zation to all ocean basins.

Although the climate benefit conferred by increased land

and ocean C uptake is irrefutable, this climate benefit may

come at some expense, namely, of the biosphere providing

other vital ecosystem services. The greatest and most eas-

ily quantified impact of increased C uptake has been on the

oceans through decreases in pH. It has been estimated that

the pH of the ocean has decreased by 0.1 over the last 50

years, which is equivalent to a 20 % increase in hydrogen ion

concentration (Doney et al., 2009) . This increase in ocean

acidity is particularly harmful for calcareous organisms, es-

pecially those with shells formed from aragonite, such as

corals that form the base of many tropical marine ecoys-

tems and pteropods that form the base of many pelagic ma-

rine ecosystems (Doney et al., 2009). Although some stud-

ies suggest that increased dissolved inorganic carbon in the

water column may stimulate the biologic pump and thus pri-

mary productivity in the ocean (Riebesell et al., 2007), the

direct impacts of acidification on calcareous organisms and

the indirect impacts of increasing sea surface temperatures

are thought to have a net negative effect on ocean productiv-

ity (Doney et al., 2009).

In contrast, the direct impacts of rising CO2 on the ter-

restrial biosphere may be both positive and negative. For in-

stance, the fertilizing effect of increasing atmospheric CO2

on photosynthesis in terrestrial plants is well documented

(Ainsworth and Long, 2005), leading to potential increases

in water use efficiency as terrestrial plants become more fru-

gal with water losses through transpiration (Keenan et al.,

2013). Although the detrimental effects of increasing atmo-

spheric CO2 on the terrestrial biosphere are not as obvious,

they may be just as insidious. For instance, increasing atmo-
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spheric CO2 has been implicated in the accelerated weather-

ing of bedrock (Andrews and Schlesinger, 2001), which can

release both harmful and beneficial elements from Earth’s

lithosphere into terrestrial ecosystems (Mast et al., 2011). It

has also been suggested that CO2 fertilization may differen-

tially affect the growth of plant species, with faster growth in

epiphytes such as lianas leading to tree mortality (Phillips et

al., 2002). While the detrimental impacts of increased atmo-

spheric CO2 on terrestrial ecosystems are more challenging

to identify because CO2 is well mixed on annual timescales,

there is no ecosystem on Earth that has not been impacted by

increasing CO2 concentration, and more detrimental impacts

will undoubtedly be identified in the future.

5 Conclusions

As scientists it is no longer sufficient to simply arrive at an

estimate; we must bound our estimates with some level of

confidence. This is particularly important when investigating

something as important as the global C cycle and the climate

sensitivity of carbon sinks that continue to take up atmo-

spheric CO2. Because the topic of carbon–climate feedbacks

is critical for both political and social decisions on the global

scale, we must provide the public with the best estimates of

important terms in the global carbon budget and their respec-

tive uncertainties. The uncertainty that arises from measure-

ment, analytical, and estimate errors is important because it

provides scientists and policy makers alike with a metric by

which to weight the information provided when it is incor-

porated into their decision making framework. For instance,

the effectiveness of policies targeted at fossil fuel emissions,

with their relatively high rates and low errors, may be easier

to verify than the effectiveness of policies targeted at land use

emissions, which are fraught with uncertainty. In fact, errors

associated with fossil fuel emissions are now comparable to

total emissions from changes in LULCC (Table 1). Here, we

have created a framework by which estimate errors can be

explicitly incorporated into the global C budget, allowing for

the calculation of uncertainty in global C uptake. We have

identified some major sources of error and their important

spatial and temporal components; however, we acknowledge

that latent sources of error do exist and thus can be incorpo-

rated into the flexible framework that we have created. De-

spite the many sources of error that we have identified in es-

timating terms in the global C budget, we conclude with an

extremely high level of confidence that ocean C uptake has

increased over the past 50 years and with a high level of con-

fidence that land C uptake has also increased.

The Supplement related to this article is available online

at doi:10.5194/bg-12-2565-2015-supplement.
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