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Abstract. The parafluvial hyporheic zone combines the
heightened biogeochemical and microbial interactions
indicative of a hyporheic region with direct atmo-
spheric/terrestrial inputs and the effects of wet–dry cycles.
Therefore, understanding biogeochemical cycling and mi-
crobial interactions in this ecotone is fundamental to un-
derstanding biogeochemical cycling at the aquatic–terrestrial
interface and to creating robust hydrobiogeochemical mod-
els of dynamic river corridors. We aimed to (i) character-
ize biogeochemical and microbial differences in the paraflu-
vial hyporheic zone across a small spatial domain (6 lat-
eral meters) that spans a breadth of inundation histories and
(ii) examine how parafluvial hyporheic sediments respond
to laboratory-simulated re-inundation. Surface sediment was
collected at four elevations along transects perpendicular to
flow of the Columbia River, eastern WA, USA. The sedi-
ments were inundated by the river 0, 13, 127, and 398 days
prior to sampling. Spatial variation in environmental vari-
ables (organic matter, moisture, nitrate, glucose, % C, % N)
and microbial communities (16S and internal transcribed
spacer (ITS) rRNA gene sequencing, qPCR) were driven
by differences in inundation history. Microbial respiration
did not differ significantly across inundation histories prior
to forced inundation in laboratory incubations. Forced in-
undation suppressed microbial respiration across all histo-
ries, but the degree of suppression was dramatically differ-
ent between the sediments saturated and unsaturated at the
time of sample collection, indicating a binary threshold re-
sponse to re-inundation. We present a conceptual model in
which irregular hydrologic fluctuations facilitate microbial
communities adapted to local conditions and a relatively high
flux of CO2. Upon rewetting, microbial communities are ini-

tially suppressed metabolically, which results in lower CO2
flux rates primarily due to suppression of fungal respiration.
Following prolonged inundation, the microbial community
adapts to saturation by shifting composition, and the CO2
flux rebounds to prior levels due to the subsequent change
in respiration. Our results indicate that the time between in-
undation events can push the system into alternate states: we
suggest (i) that, above some threshold of inundation interval,
re-inundation suppresses respiration to a consistent, low rate
and (ii) that, below some inundation interval, re-inundation
has a minor effect on respiration. Extending reactive trans-
port models to capture processes that govern such dynamics
will provide more robust predictions of river corridor biogeo-
chemical function under altered surface water flow regimes
in both managed and natural watersheds.

1 Introduction

The hyporheic zone, the subsurface region where river water
and groundwater (GW) mix, is characterized by heightened
biogeochemical cycling and microbial interactions (McClain
et al., 2003; Boulton et al., 2010; Mulholland and Webster,
2010; Stegen et al., 2016). Hyporheic sediment is exposed
to different aquatic chemistries due to variation in hydraulic
head that drives flow into and out of the hyporheic zone
(Arntzen et al., 2006; Hucks Sawyer et al., 2009). When river
elevation rises, river water infiltrates hyporheic sediment.
When river elevation falls, outflow from the hyporheic zone
consists of both bank storage, which contains river water al-
tered by hyporheic biogeochemical transformation (Wörman
et al., 2002), and groundwater flowing out to the river through

Published by Copernicus Publications on behalf of the European Geosciences Union.



4230 A. E. Goldman et al.: Biogeochemical cycling at the aquatic–terrestrial interface

the hyporheic zone (Boano et al., 2008). Many prior stud-
ies have focused on the main channel hyporheic zone that
is continuously overlain by a column of water (e.g., Boul-
ton et al., 1998, 2010; Tonina and Buffington, 2009; Mul-
holland and Webster, 2010; Trimmer et al., 2012). However,
the parafluvial hyporheic zone (Fig. 1), located in the region
of the river channel that is dry during low flows, presents
an important location to investigate biogeochemical cycling
at the aquatic–terrestrial interface because it combines the
prominent interactions of a hyporheic region with the addi-
tion of direct atmospheric/terrestrial inputs and the effects
of wet–dry cycles. Given that the parafluvial zone is present
in all river systems, understanding biogeochemical cycling
and microbial interactions in this ecotone is fundamental to
understanding the coupling between aquatic and terrestrial
biogeochemical cycles.

In the United States, 2653 dams generate hydropower
(USACE, 2016), and 90 % of water discharge is hydrolog-
ically altered (Jackson et al., 2001). Hydropower currently
accounts for 80 % of renewable energy globally (Zarfl et
al., 2015; Hermoso, 2017) and is projected to increase as
countries begin managing their energy production within the
Paris Agreement and other climate accords (Hermoso, 2017;
Latrubesse et al., 2017). In dam-controlled watersheds, the
parafluvial hyporheic zone undergoes rapid cycles of wetting
and drying caused by hydropeaking regimes in which flow is
intentionally maximized during times of high energy demand
and/or fish migration. In the Hanford Reach of the Columbia
River, for example, hydropower dam operations cause river
water elevation to fluctuate up to 2 m in a single day (Arntzen
et al., 2006). Over time, cycles of wetting and drying impact
different elevations of the parafluvial zone at different fre-
quencies, which not only naturally results in a gradient of
sediment moisture content but also has the potential to create
biogeochemical and microbial interactions specifically de-
pendent on preceding environmental conditions (Hupp and
Osterkamp, 1996; Larned et al., 2010; Tockner et al., 2000;
Hawkes et al., 2017). Given that dam-impacted parafluvial
zones are globally ubiquitous and likely to expand with on-
going dam construction efforts, there is a need to identify the
processes impacted by the history of variable inundation. Do-
ing so will unlock new possibilities to understand linkages
among hydrology, biogeochemistry, and microbial ecology
on a systems level and ultimately use that knowledge to de-
velop robust hydrobiogeochemical models for application in
dam-impacted systems.

Previous studies of biogeochemical cycling in the paraflu-
vial zone have sampled gravel bars to investigate hydro-
logic flow paths (Claret and Boulton, 2008; Deforet et al.,
2009; Zarnetske et al., 2011) and have sampled during sat-
urated conditions utilizing well/piezometer transects (Baker
et al., 1999; Deforet et al., 2009; Briody et al., 2016; Gra-
ham et al., 2016; Stegen et al., 2016). Such studies have indi-
cated that the parafluvial hyporheic zone is an active region
of diverse biogeochemical transformations (Zarnetske et al.,

2011; Briody et al., 2016) and microbial community dynam-
ics (Baker et al., 1999; Graham et al., 2016, 2017; Stegen
et al., 2016), often influenced by residence times (Claret and
Boulton, 2008; Deforet et al., 2009; Zarnetske et al., 2011).
However, studies that have compared biogeochemical cy-
cling in the parafluvial zone to other floodplain environments
(e.g., forest, ponds, islands, wetlands) have found that stream
and nearby gravel habitats have had lower respiration, bac-
terial abundance, enzyme activities, and sediment nitrogen
nutrient leaching than adjacent pasture/grassland, vegetated
islands, and/or mature forest habitats, but short flood pulses
(24 h) have increased bacterial extracellular enzymes in sed-
iment from both flooded riverbanks and wetlands (Burns and
Ryder, 2001; Doering et al., 2011; Ostojić et al., 2013; Bod-
mer et al., 2016). With regard to wet–dry cycles, many stud-
ies have examined their biogeochemical and microbial ef-
fects in terrestrial soils (Jarvis et al., 2007, and references
therein; Kim et al., 2012, and references therein). Fewer have
investigated them in intermittent stream sediments, wherein
the entire stream dries for stretches of time (Leigh et al.,
2016, and references therein). Zeglin et al. (2011) investi-
gated parafluvial transects of two intermittent streams lo-
cated in cold (Antarctic) and hot (New Mexico, US) deserts
and identified binary microbial community (16S rRNA gene
sequencing) differences based on wet vs. dry sediments in
both environments.

Prior work has not examined how inundation history and
wet–dry cycles influence biogeochemical cycling and micro-
bial communities within a hydropower-influenced transect of
the parafluvial hyporheic zone and has not investigated the
degree to which response to rewetting is due to inundation-
history-driven microbial community composition or aqueous
chemistry. Determining drivers of biogeochemical–microbial
interactions in the parafluvial zone will elucidate the impli-
cations of climate–watershed interactions on biogeochemical
cycling, which will aid understanding of both managed river
systems and related ecosystems (e.g., intermittent streams,
tidally influenced littoral zones of the Great Lakes).

To fill knowledge gaps in parafluvial biogeochemical cy-
cling dynamics, we aimed to (i) characterize differences in
sediment biogeochemistry and microbial communities (bac-
teria, archaea, and fungi) in the parafluvial hyporheic zone
across a spatial domain of 6 lateral meters that integrates
a breadth of inundation histories and (ii) examine how the
sediments respond to laboratory-simulated re-inundation. In
order to determine the re-inundation response under differ-
ent GW–river water mixing scenarios, we used three differ-
ent re-inundation waters to capture the influence of cation
content (typically higher in GW), NO−3 concentration (typ-
ically higher in GW), and availability of dissolved organic
carbon (typically higher in river water). We expected to ob-
serve higher amounts of carbon (e.g., organic matter, glu-
cose) at the upper elevations where it could accumulate away
from the physical mixing and dilution of inundation and sub-
sequently greatest respiration at the drier upper elevations
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Figure 1. Diagram of parafluvial hyporheic zone and of sampling design with photographs of sieved sediment sampled. The four locations
were spaced laterally at 2 m intervals beginning at the water line and encompassed 1 m of elevation change. Note changes in sediment
moisture and texture with changes in inundation history.

following rewetting (e.g., the “Birch effect”; Birch, 1958).
We identified two opposing hypotheses to determine addi-
tional drivers of microbial respiration across an elevational
transect of the parafluvial hyporheic zone. First, we hypoth-
esized that recreating the GW–river water mixing that occurs
in the hyporheic zone would stimulate respiration regard-
less of inundation history, because GW–surface water mix-
ing brings complementary electron donors and acceptors to-
gether (McClain et al., 2003). Alternately, we hypothesized
that inundation history is a more important driver of respi-
ration response, such that local adaptation of the microbial
community due to inundation history would overwhelm the
influence of shifts in aqueous chemistry.

2 Materials and methods

2.1 Study site

Samples were collected on 28 March 2016 from the paraflu-
vial zone of the Columbia River located 80 km downstream
of hydroelectric Priest Rapids Dam in the 300 Area of the
Hanford Reach in semi-arid eastern WA, USA (Arntzen et
al., 2006; Slater et al., 2010). Air temperature at the site
ranged from −16 to 44 ◦C in 2014–2016 and on the day of
sampling ranged from 1 to 14 ◦C, with a mean of 8 ◦C (Han-
ford Meteorological Station, 2016). The site experienced
trace amounts of precipitation the week before sampling and
cumulative rainfall of 0.64 cm from 13 to 22 March (Han-
ford Meteorological Station, 2016). River water elevation in
the Hanford Reach is controlled by dam operations and fluc-
tuates up to 2 m daily (Arntzen et al., 2006). A water col-
umn pressure sensor (0–15 psig; Campbell Scientific) was
used to record water level elevation and temperature near
the study site at 15 min intervals from 2013 to 2017. River
water temperature ranged from 3.6 to 22.7 ◦C in 2014–2016
and was 6.9 ◦C at the start of sample collection. Groundwa-
ter temperature, which is measured in nearby groundwater

wells using the same sensor model and interval, was approx-
imately 16.5 ◦C in 2014–2016. In order to relate shoreline
elevation to historical river water elevation, an elevation sur-
vey of the study site was performed by combining manual
elevation measurements with a point of known elevation for
each sampling transect, which allowed for the calculation of
time since last inundation by the river for each sampling ele-
vation.

2.2 Experimental design

Surface sediment (0–10 cm) was collected at four locations
along three transects (12 sites total) perpendicular to river
flow and encompassing 1 m of elevation change (Fig. 1). The
four locations were spaced laterally at 2 m intervals begin-
ning at the water line and going 6 lateral meters upslope.
The three transects were within 4 m of each other. Based
on recorded river water elevation, the four sampling eleva-
tions had been last inundated by the river 0 days (0 m sam-
pling location), 13 days (2 m), 127 days (4 m), and 398 days
(6 m) prior to sampling. The four sampling elevations will
be referred to by the time since last inundation or, for
brevity, as different “histories”. The highest elevations (127
and 398 days) were marked by grasses and mature trees
(Morus rubra; red mulberry) with large roots extending down
through the 127 days elevation. The lower elevations (0 and
13 days) were marked with sparse grasses and dried algal
mats. All elevations had an extensive cobble layer overlying
the sediment. Unsieved sediment was collected at each loca-
tion for grain size analysis and for organic matter (OM) con-
tent (loss on ignition). For all remaining analyses, sediment
was sieved to < 2 mm and subsampled in the field. Fifteen-
milliliter aliquots for laboratory incubations were subsam-
pled into 40 mL borosilicate incubation vials and kept on ice
until used for same-day laboratory incubations. Aliquots for
microbial analyses were flash-frozen in liquid N2 and kept
on dry ice before storage at −80 ◦C. Aliquots for C /N (Ele-
mentar vario EL cube), sieved OM content (loss on ignition),
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and moisture content (gravimetric) were stored on dry ice be-
fore storage at −4 ◦C.

2.3 Laboratory incubations

Pairs of incubation vials were removed from ice in a random-
ized order to be used for destructive sampling at 0.5 and 25 h
time points. Sample processing and incubations were per-
formed in a laboratory maintained at temperatures between
21 and 22 ◦C, which correspond to maximum river temper-
atures. Vials were left at ambient laboratory temperature for
10 min before 15 mL of re-inundation treatment water was
added to each vial, leaving a 10 mL headspace of ambient
air. River water used for treatments was collected during sed-
iment sampling, stored on ice, and then left at ambient labo-
ratory temperature for approximately 1 h prior to use. Three
replicate vials from each sample site were used per time point
and were exposed to one of three different treatment waters:
river water, 1 : 1 river water and synthetic GW without nitrate
(NO−3 ), or 1 : 1 river water and synthetic GW with NO−3 . The
lack of additional temperature control precludes comparison
of our data to other work in an absolute, rather than relative or
conceptual, sense. Both synthetic GW solutions were created
from calcium chloride, sodium bicarbonate, magnesium sul-
fate, sodium sulfate, sodium carbonate, potassium carbonate,
and (for NO−3 -containing GW) calcium nitrate. The final con-
tent of each GW contained (mmol L−1) 1.4 Na+, 1.0 Ca2+,
0.5 Mg2+, 0.2 K+, 1.6 CO2−

3 , and 0.6 SO2−
4 . The NO−3 con-

taining GW had 0.5 NO−3 and 1.3 Cl−, whereas the non-NO−3
GW had 1.8 Cl−. The final pH values of the three treat-
ments were 7.59 (river water), 7.77 (river+GW), and 7.66
(river+GW+NO−3 ). Vials were inverted multiple times and
then stored upright (dark, ambient laboratory temperature)
until their end-time sampling point.

After the incubation period, vials were shaken on a mini-
vortex for 3 min to equilibrate dissolved gas with headspace.
Vial headspace was subsequently sampled using a 5mL gas-
tight syringe and immediately analyzed for CO2 (EGM–4,
PP Systems, Amesbury, MA, USA). CO2 values (ppm) were
used as a proxy for respiration rate (RR; ppm CO2 min−1 g
dry sediment−1) after initial (0.5 h) and prolonged (25 h) in-
undation. After headspace sampling, vials were opened and
subsampled. Assays on water-extracted samples included an-
ions (Dionex ICS–2000 anion chromatograph with AS40
auto sampler), cations (nitric acid acidified; Perkin Elmer
Optima 2100 DV ICP–OES with an AS93 auto sampler), pH,
and dissolved non-purgeable organic carbon (NPOC; Shi-
madzu combustion carbon analyzer TOC–Vcsh with ASI–
V auto sampler). Ammonium (NH+4 ) was also determined
colorimetrically, following KCl extraction (adapted from
Weatherburn, 1967) (Shimadzu UV–Vis spectrophotometer).

In addition to incubation vials that had treatment water
added, a set of untreated control incubations (one from each
site) was incubated for 0.5 h without the addition of any wa-
ter, and vials were subsequently analyzed for organic acids

and sugars (Agilent 1100 series HPLC), headspace CO2, and
anions as described above.

2.4 Microbial analyses

DNA was extracted from flash-frozen sediment using a Mo-
Bio PowerSoil DNA Isolation Kit (MoBio Laboratories, Inc.,
Carlsbad, CA, USA) according to manufacturer’s instruc-
tions with the addition of 1 h incubation with proteinase-K
solution (Applied Biosystems, Foster City, CA, USA) and
MoBio C1 solution to facilitate cell lysis. 16S and internal
transcribed spacer (ITS) rRNA amplicon sequencing were
used to identify microbial and fungal communities. Assays
were performed in triplicate using an Illumina MiSeq at the
Environmental Sample Preparation and Sequencing Facility
at Argonne National Laboratory, Lemont, IL, USA. The re-
cently modified forward barcoded primer set was used for
16S rRNA gene sequencing (Apprill et al., 2015), and reverse
barcoded primers were used for ITS sequencing.

Quantitative polymerase chain reaction (qPCR) was used
to quantify 16S and ITS rRNA gene copies. Assays were per-
formed in 384-well plates using a Life Technologies ViiA7
real-time PCR instrument at the DNA Services Facility at the
University of Illinois at Chicago, using methods described
previously (Nadkami et al., 2002). Final gene copies per
extract were calculated by multiplying elution volume by
gene abundance and were then normalized to grams of dry
sediment extracted. Absolute concentrations (referred to as
“abundance” throughout) of specific Operational taxonomic
units (OTUs) were calculated by multiplying percent abun-
dance from 16S rRNA gene and ITS sequencing by the
sample’s total bacterial, archaeal, or fungal concentration
(ng µL−1 g dry sed−1) from qPCR.

2.5 Statistical analyses

All statistical analyses were completed using R (ver-
sion 3.2.4). Linear and quadratic regressions were used to
assess the relationship between environmental variables and
log of days since inundated. If the variable clearly exhibited
a stepped relationship, analysis of variance (ANOVA) and
subsequent pairwise t tests were used to categorically com-
pare the elevations to each other. R2 values reported are ad-
justedR2. Significance for all analyses was determined based
on α = 0.05. OTU data were rarefied for both 16S rRNA
gene and ITS sequencing based on the sample with the low-
est count of assigned OTUs, because assigned 16S rRNA
gene OTU counts ranged from 44 807 to 345 564. Rarefied
data were used for all subsequent analyses, including cal-
culation of absolute concentrations utilizing qPCR results.
The chloroplast class (Chlorophyceae) was removed from
16S rRNA gene data analyses, because it is often a sequenc-
ing artifact and not indicative of sample composition. Permu-
tational multivariate analysis of variance (PERMANOVA)
and non-metric multidimensional scaling (NMDS) were used
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Figure 2. Environmental/microbial variables with a stepped relationship to days since inundation. All have significant categorical differences
(ANOVA; P <0.05 for all). Note that the x axis is plotted as a log scale.

to assess dissimilarities among bacterial/archaeal and fungal
communities using Bray–Curtis distances calculated from
16S rRNA gene and ITS OTUs within the “vegan” R pack-
age. Significant environmental variables were plotted as vec-
tors on NMDS plots using the “envfit” function from ve-
gan. Because NPOC was not measured in the untreated sam-
ples, NPOC at 0.5 h was averaged for each sampling site to
be used for statistical analyses. Linear discriminant analy-
sis coupled with effect size (LEfSe) was performed follow-
ing Niederdorfer et al. (2016). LEfSe utilizes Kruskal–Wallis
sum rank tests (α = 0.05), pairwise Wilcoxon rank-sum tests
(α = 0.05), and linear discriminant analysis (threshold= 2.0;
“all-against-all” strategy) to detect differential taxa among
the four elevations and estimate effect size. Analyses were
completed and figures were produced using the Huttenhower
Galaxy server (http://huttenhower.sph.harvard.edu/galaxy).

3 Results

3.1 Field conditions

3.1.1 Spatial gradients in environmental variables

Moisture content of the sediment decreased with increasing
time since last inundation, with mean (SD) percent mois-
ture of 35.5 (6.6), 24.5 (2.2), 21.5 (1.7), and 17.5 (1.8) and
mean percent field saturation 100, 69, 61, and 49, from 0, 13,
127, and 398 days, respectively. In addition, many environ-
mental variables (OM (< 2mm sieved), glucose, NO−3 , % C,
and % N) exhibited significant positive linear relationships
with log of days since inundation (Table 1), but some vari-
ables had more complex spatial distributions linked to inun-
dation history (Fig. 2). Specifically, OM displayed a distinct
stepped relationship in which 0-day sediments had signifi-
cantly lower OM than the other histories (13, 127, 398 days)
(ANOVA and pairwise t test; P <0.01 for all), and the 13-,
127-, and 398-day sediments did not differ from each other

(P >0.7 for all). In addition, glucose and % C also exhibited
stepped relationships, but in both cases, 0 days was signifi-
cantly lower than only 127 and 398 days (% C: P <0.01 for
127 and 398 days; glucose: P <0.04 for 127 and 398 days)
(Fig. 2). There were no stepped relationships or significant
linear relationships between log of days since inundation and
Cl−, SO2−

4 , or NH+4 (P >0.05).

3.1.2 Microbial biogeography

Fungal-to-bacterial ratio, bacterial abundance, and fungal
abundance were significantly positively related to log of days
since inundation (Table 1). Additionally, bacterial abundance
displayed a distinct stepped relationship in which 0-day sed-
iments had significantly lower abundance than the other his-
tories (ANOVA and pairwise t test; P <0.03 for all), but
the 13-, 127-, and 398-day sediments were not significantly
different from each other (P >0.1 for all), much like the
stepped relationships between log of days since inundation
and OM, glucose, and % C (Fig. 2).

From 16S rRNA gene and ITS sequencing, 9893 and 1856
individual OTUs were identified, respectively (Table S1 in
the Supplement). The same seven fungal phyla were identi-
fied from all inundation histories with ITS sequencing. Al-
though the order of abundance varied across the individual
sites, all four inundation histories had the same top 11 bac-
terial and archaeal phyla identified from 16S rRNA gene
sequencing (Table S2). Despite the similarities on the phy-
lum level, the bacterial/archaeal and the fungal community
compositions were significantly different across inundation
history based on OTUs (PERMANOVA, bacteria/archaea:
P <0.001; fungi: P <0.01) (Fig. 3). Of 153 bacteria/archaea
classes identified by 16S rRNA gene sequencing, 15 were
unique to the 0-day sediments, and 2 were present at all in-
undation histories but absent at the 0-day sediments. Of the
15 unique classes, the most abundant were Marine Group I
and South African Gold Mine Gp 1, which are both in the
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Figure 3. Non-metric multidimensional scaling (NMDS) plots of bacteria/archaea (a) and fungi (b) community composition (n= 12). Colors
indicate groupings by days since inundation, which are significantly different (PERMANOVA, bacteria/archaea: P <0.001; fungi: P <0.01).
Vectors indicate significant environmental variables with corresponding R2 values.

Table 1. Mean, standard deviation (SD), significance (P ), and R2 values (n.s. if not significant) from linear regressions of environmental
variables and the log of days since inundation from untreated sediment (n= 12). Organic matter (< 2 mm) also had a significant quadratic fit
(P <0.01 (x); P = 0.03 (X2); R2

= 0.57), which is not included below. All units are per gram dry sediment.

Mean SD P R2

% moisture 24.73 7.49 < 0.01 0.77
Organic matter (< 2 mm) (mg) 42.97 8.56 0.02 0.41
Organic matter (unsieved) (mg) 32.82 6.38 0.12 n.s.
Glucose (µmol) 0.32 0.11 < 0.01 0.53
Acetate (µmol) 0.88 1.12 0.22 n.s.
NO−3 (mg) 0.082 0.122 0.02 0.38
NH+4 (mg) 0.010 0.0030 0.93 n.s.
% C 1.42 0.38 < 0.01 0.54
% N 0.14 0.038 < 0.01 0.55
C / N 9.89 0.47 0.87 n.s.
Fungal-to-bacterial ratio 0.058 0.041 0.01 0.43
Fungal biomass (ng µL−1) 0.015 0.0035 0.01 0.42
Bacterial biomass (ng µL−1) 9.4× 10−4 7.70× 10−4 0.03 0.32
Archaeal biomass (ng µL−1) 1.1× 10−4 6.9× 10−5 0.85 n.s.

ammonia-oxidizing Thaumarchaeota phylum (Francis et al.,
2005; Brochier-Armanet et al., 2008). Additionally, LEfSe
identified no archaeal, no fungal, and 12 bacterial taxa driv-
ing dissimilarity among the inundation histories (Fig. S1 in
the Supplement). All of the LEfSe-identified taxa were from
the 0- and 398-day sediments.

Bacterial/archaeal and fungal communities clustered
in distinct inundation history groups in NMDS plots
(stress= 0.01 and 0.04, respectively; Fig. 3a and b). Signif-
icant environmental variables plotted as vectors on NMDS
plots indicate moisture content was the strongest predictor
of both bacterial/archaeal and fungal communities, with the
0-day sediments clustering separately from the other inunda-

tion histories and R2 for moisture of 0.90 and 0.91, respec-
tively (envfit). Carbon was a significant explanatory variable
in both communities in multiple forms (e.g., % C, OM, glu-
cose, NPOC). Additionally, % N, SO2−

4 , and NO−3 were sig-
nificant for one or both communities and are displayed as
vectors (Fig. 3a and b).

3.2 Incubations

3.2.1 Response to different treatment waters

The initial (0.5 h), prolonged (25 h), or change (25–0.5 h) in
any measured inundation response (respiration rate, NPOC,
cations, anions) did not differ significantly across treatment
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Figure 4. RR of untreated control samples and 0.5 h inundated samples with black 1 : 1 line (a), 0.5 h inundated RR and days since inundation
(b), and 25 h RR and days since inundation (c). Note that in (a) 0 days since inundation RR (gray) plots along 1 : 1 line, but upper-elevation
inundated RR does not co-vary with uninundated RR. Note that in (b) and (c) the x axis is plotted as a log scale.

Table 2. Nitrate concentrations from untreated sediment (mean and standard deviation; uncorrected for grams of dry sediment) and nitrate
and anion concentrations from treatment water.

NO−3 (mg L−1) Na+ (mg L−1) Ca2+ (mg L−1) Mg2+ (mg L−1) K+ (mg L−1)

River water treatment 1.75 4.16 19.85 5.07 1.05
Groundwater without NO−3 treatment 0.70 18.35 29.80 8.70 3.83
Groundwater with NO−3 treatment 14.49 18.14 30.91 8.54 4.28

NO−3 (mg L−1) SD

0-day sediment 1.17 0.69
13-day sediment 3.43 3.67
127-day sediment 18.49 6.61
398-day sediment 64.81 48.30

waters (river water; 1 : 1 river water and synthetic GW with-
out NO−3 ; 1 : 1 river water and synthetic GW with NO−3 )
(ANOVA: P >0.05) (Table S3), despite the large differences
in NO−3 between treatments and source sediment and the
differing cation contents of the treatment waters (Table 2).
Given the lack of treatment effect, the results from the three
treatments were pooled and utilized as replicates for all other
incubation-based results.

3.2.2 Respiration response to inundation

In control sediment (no water added), RR across all in-
undation histories was not significantly different (ANOVA;
P >0.2). Although initial and prolonged inundation sup-
pressed RR relative to control sediment across all inunda-
tion histories, the degree of suppression was dramatically
different between 0-day sediments and the other histories
(Fig. 4). Specifically, following experimental inundation, the
samples that had been saturated at the time of sediment col-
lection (0-day sediments) had a significantly higher RR than

those unsaturated at the time of sediment collection (13, 127,
398 days) (ANOVA and pairwise t test; P <0.001), and the
13-, 127-, and 398-day sediments did not have RRs signif-
icantly different from each other (pairwise t test; P >0.07)
(Fig. 4b, c). Across the inundation histories, therefore, the
RR response to inundation was binary, with greater sup-
pression relative to uninundated rates in the sediments with
greater times since last inundation and the highest RR in 0-
day sediments.

4 Discussion

4.1 Microbial respiration response to inundation

The RR suppression in the 13-, 127-, and 398-day sedi-
ments relative to the 0-day sediments after both initial and
prolonged inundation (Fig. 4a, b, c) indicates that brief in-
creases in moisture content (e.g., recurring splashing or < 1
day periods of hydropeaking) can suppress respiration rates
in the parafluvial hyporheic zone. Numerous studies have re-
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Figure 5. River water elevation near the study site, 2014 through 2015. Note that melting snowpack caused an increase in water elevation
during the spring of 2014. In 2015, the lack of spring water elevation rise was due to very little snowpack in the winter, which then led to
increased hydropeaking in the summer of 2015 that is not seen in 2014 and is typically only seen in late fall.

ported high CO2 production when dry soils are wetted (e.g.,
the Birch effect; Birch, 1958; Fierer and Schimel, 2003) and
greater CO2 from soils undergoing wet–dry cycles than those
maintained at a specific moisture content (Miller et al., 2005).
We therefore had hypothesized that high amounts of carbon
(% C, glucose, NPOC, OM) and bacterial abundance would
fuel respiration in the samples unsaturated during sediment
collection (13, 127, 398 days) immediately following forced
inundation, despite the sediments being at 49–69 % field sat-
uration; however, we found that, prior to forced inundation,
RR did not differ significantly across 13-, 127-, and 398-day
sediments but that after inundation the sediments had signifi-
cantly lower RR than 0-day sediments. Consistent RR across
13-, 127-, and 398-day sediments was unexpected, because
they differed significantly in features that influence RR, in-
cluding microbial composition, surrounding vegetation, and
time since most recent river inundation. We suggest that mi-
crobial communities in sediments that are inundated perma-
nently or for extended periods are better adapted to full water
saturation than those that are infrequently inundated, which
led to the binary RR response between 0-day sediments and
the other inundation histories. This finding is similar to that
of Hawkes et al. (2017), who reported that historically wetter
soil emitted twice as much carbon, on average, than histori-
cally drier soils.

The RR suppression within the 13-, 127-, and 398-day sed-
iments following re-inundation could be attributed to multi-
ple factors. First, the bacterial communities may have phys-
iologically adapted to prolonged terrestrial conditions, and
the sudden return to aquatic conditions may have led to
osmotic shock or another stress response that produced a
lower RR than that of the already saturated samples (0-day
sediments) (Kieft et al., 1987; Fierer et al., 2003; Jarvis et
al., 2007; Schimel et al., 2007; Borken and Matzner, 2009;
Warren, 2014; Meisner et al., 2015). Second, the micro-
bial community composition may have been less suited to
respiring carbon in aquatic conditions or during wet–dry

cycles specifically due to the higher proportion of fungi
(Lundquist et al., 1999). Fungi have been shown to account
for the majority of soil/sediment respiration, with variability
across studies yielding estimates of respiration contribution
of 78 % (Anderson and Domsch, 1973), 74–90 % (Blago-
datskaya and Anderson, 1998), and 18–40 % (Sapronov and
Kuzyakov, 2007). As filamentous fungi are poorly adapted
to soils/sediments that are water-saturated or inundated for
extended periods (Alexander, 1977; Kominkova et al., 2000;
Kuehn et al., 2000), it follows that, for sediment that experi-
ences less frequent inundation, microbial respiration will be
depressed upon re-inundation due to fungal suppression.

Both scenarios may have contributed to the RR response
to inundation, but an osmolytic microbial stress response was
unlikely considering the relatively high moisture content of
the sediments prior to forced inundation. Given the expected
fungal response to inundation and the higher proportion of
fungi in the sediments unsaturated at the time of sampling,
it is most likely that community composition – in particular
the fungal-to-bacterial ratio – was a key driver to the RR re-
sponse. The persistence of the RR spatial distribution after
prolonged inundation further suggests a significant time lag
in the response of the 13-, 127-, and 398-day sediments fol-
lowing perturbation, which can be attributed to the need for
community shifts in response to inundation.

Within the context of the historically contingent responses
to re-inundation, the absence of re-inundation response dif-
ferences among the three treatment waters suggests that in-
undation history is a stronger driver of short–term biogeo-
chemical dynamics than shifts in aquatic chemistry. Large
fluctuations in river water elevation alter hydraulic flow paths
at the study site (Arntzen et al., 2006) and subsequently de-
termine whether surface sediments are exposed to river wa-
ter, bank storage of river water altered by hyporheic bio-
geochemical transformation (Wörman et al., 2002), or GW
flowing out to the river through the hyporheic zone (Boano
et al., 2008). The treatment waters were intended to reflect
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the range of aqueous chemistry conditions resulting from the
exposure to these different water sources. The lack of differ-
ence among the treatment waters was unexpected, particu-
larly for NO−3 . In the sediments with greater time since last
inundation where NO−3 was highest (Table 2), the sediment
values likely overwhelmed the influence of the NO−3 treat-
ment, but this should not have been the case for the more
recently inundated sediments, where we expected reduction
of NO−3 and potentially associated production of NO−2 or
NH+4 . Locations with longer times since inundation accu-
mulated more biogeochemically reactive water soluble an-
alytes (e.g., NO−3 , glucose) that would not have suppressed
RR upon re-inundation; if anything, we would expect them
to stimulate RR. This, combined with lack of response to ex-
perimental treatments, strongly suggests that the influence of
inundation history is via the microbial community. In this
case, non-inundated conditions select for a suite of traits
that allow for growth and reproduction under relatively dry
to moist conditions, with the apparent tradeoff of metabolic
suppression upon re-inundation. As such, we propose that
inundation history influences short-term biogeochemical re-
sponses to re-inundation by imposed ecological selection for
traits that fall along a tradeoff surface that spans fungal and
bacterial/archaeal strategies. This is similar to Chambers et
al. (2016), who reported greater impacts on microbial com-
munity structure and function from inundation history rela-
tive to water chemistry (salinity) in mangrove peat soil.

4.2 Microbial communities differ along inundation
history gradient

Examining patterns of microbial community structure and
relative abundances of fungi and bacteria across the inun-
dation histories provides evidence in support of inundation
history influencing biogeochemical responses via selection
for locally adapted microbial communities. In the 0-day sed-
iments, the fungal-to-bacterial ratio and the abundance of
fungi were lower than those in the sediments that experi-
enced longer periods of unsaturated conditions. Other stud-
ies have identified similar patterns in which the ratio of fun-
gal to bacterial biomass, based upon phospholipid fatty acid
(PLFA) biomarkers, was consistently lower in flooded vs. un-
saturated soil (Bossio et al., 1998), and the fungal biomarker
18 : 2ω6, 9c was absent in in long-term submerged flood-
plain soil relative to floodplain soils experiencing shorter in-
undation time (Rinklebe and Langer, 2006). With regard to
bacteria, LEfSe only identified bacterial taxa driving dissim-
ilarity from 0- and 398-day sediments (Fig. S1), which sug-
gests that there was a gradient in bacterial community com-
position in which the two inundation history end-members
paired with community end-members. Therefore, inundation
history likely drove the spatial distribution of microbial com-
munity composition, which supports the inference that the re-
sponse to re-inundation was influenced by the specific com-

Figure 6. Illustration of field conditions during sampling (a) and of
incubation conditions prior to experimental inundation (b), during
initial inundation (c), and following prolonged inundation (d). River
elevation diagrams (far left) display field conditions replicated by
the incubation experiments. In historically uninundated sediments
(middle), fungi (branching organisms) perform well (green) (a, b)
but are metabolically suppressed (orange) upon initial re-inundation
(blue shading), leading to lower CO2 flux (thin arrow) (c). We pro-
pose that prolonged inundation shifts the community towards bac-
terial (rod shapes) dominance, leading to an eventual recovery of
CO2 flux (thick arrow) (d). In historically inundated sediments (far
right), bacteria perform well and maintain a higher CO2 flux both
during a brief drop in river stage in which the sediments lack an
overlying water column but stay saturated (b) and when water level
rises (c, d).

munity makeup (e.g., proportion of fungi, bacterial commu-
nity differences).

4.3 Implications of parafluvial hydrobiogeochemical
processes for predictive models

Biogeochemical response lags due to physiological stress of
parafluvial microbial communities are of particular impor-
tance in creating modeling frameworks that can accurately
predict the biogeochemical behavior of terrestrial–aquatic
transition zones in managed systems. Our results indicate
that a combination of ecological and physiological mech-
anisms limited the ability of the microbial communities to
rapidly adapt to an inundated state. This resulted in the
suppression of RR, which we propose is a transient con-
dition whereby there is also temporal lag in biogeochemi-
cal function. A long time lag is often observed in micro-
bial adaptation to the abrupt change in local environment
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(Wood et al., 1995). This phenomenon can affect the trans-
port of biodegradable substrates and contaminants, particu-
larly when the timescale of the metabolic lag is comparable
to that of transport (Nilsen et al., 2012). Despite such impor-
tance, mechanistic approaches for incorporating metabolic
lags into subsurface transport modeling are currently lack-
ing. Past modeling work that attempted to account for this
lag effect either was based on a temporal convolution integral
(Wood et al., 1995; Nilsen et al., 2012) or introduced expo-
sure time as an additional dimension (or coordinate) (Ginn,
1999). These efforts do not address fundamental mechanisms
responsible for time lags, and consequently their predictions
may be limited. Given that we find time lags to be extremely
important to the microbial and biogeochemical behavior of
our system, future modeling efforts need to consider more
ecologically and physiologically relevant causes for delays in
microbial adaption and associated biogeochemical function,
including the response to changes in timing and magnitude
of flow variations.

The need for models that can incorporate the microbial
response to changes in flow variation is particularly impor-
tant in the context of climate–watershed interactions. In years
with low snowpack, the degree of short-term stage fluctua-
tions (hydropeaking) through the summer is significantly el-
evated (Fig. 5). Local inundation dynamics (e.g., frequency
of inundation) are therefore sensitive to watershed hydrology
even in highly managed main-stem river corridor systems,
and the influences should be even stronger in lower-order and
unmanaged streams that are subject to direct environmen-
tal flows regimes without the regulating influence of dams.
Therefore, in watersheds that are projected to shift from
snowpack- to rain-dominated hydrology, like those found in
the US Pacific Northwest, prediction of biogeochemical re-
sponses to changes in inundation dynamics is needed. Fill-
ing this knowledge gap is urgent, not only given the global
expansion of hydropower, with 3700 large dams planned
worldwide as of 2015 (Zarfl et al., 2015), but also because
of its widespread applicability to naturally variable systems
(e.g., intermittent streams, unregulated rivers, tidally influ-
enced littoral zones of the Great Lakes).

5 Conclusions

From the synthesis of our results, we have derived the fol-
lowing conceptual model (Fig. 6): watershed–climate inter-
actions lead to changes in river elevation fluctuations, which
alter parafluvial inundation dynamics (e.g., magnitude and
time between inundation events). Irregular hydrologic fluc-
tuations create spatial variation in the concentrations of C
and N reactants and microbial communities adapted to local
conditions (i.e., increasing fungal populations with increas-
ing time since inundation) (Fig. 6a). Under conditions that al-
low for local adaptation, there is a relatively high flux of CO2
from microbial respiration (Fig. 6b). Upon re-inundation

(Fig. 6c, middle), substrates become more available for use,
but microbial communities are initially suppressed metabol-
ically because they are adapted to unsaturated conditions
(e.g., rapid transport and significant penetration of oxygen
into sediment due to gas-filled pore spaces). The result is
lower CO2 flux rates primarily due, we hypothesize, to sup-
pression of fungal respiration. Following prolonged inunda-
tion, the microbial community should adapt via a shift in
composition away from fungal dominance (Fig. 6d). The
timescales of such responses are an important knowledge gap
and may depend upon the time since inundation. Ultimately,
local adaptation to an inundated state should lead to recovery
of pre-inundation CO2 flux rates, but the timescale of adap-
tation is unclear. This conceptual model hypothesizes that
biogeochemical functions (i.e., CO2 flux rates) are resilient
in the sense that they recover to pre-disturbance conditions.
The degree to which this occurs, the associated timescales,
and the dependence of “biogeochemical resilience” on his-
torical and ongoing inundation dynamics are important, open
questions.

The Columbia River is one of many high-order rivers with
an extensive alluvial hyporheic zone (Downing et al., 2012).
Our results can therefore be applicable not only to other
regions along the Columbia River but also to other rivers
worldwide. We demonstrate that biogeochemical cycling in
the parafluvial zone does not follow behavior commonly ob-
served in soils and sediments, wherein rewetting produces
a pulse of CO2, and that inundation history influences the
ability of parafluvial hyporheic microbial communities to re-
spond to re-inundation. In addition to causing spatial vari-
ation in the concentrations of key reactants within C and
N cycles, inundation history along the parafluvial zone af-
fects aquatic–terrestrial biogeochemical cycling by driving
variation in microbial community composition that, in turn,
governs biogeochemical responses to hydrologic perturba-
tion. The parafluvial hyporheic zone should therefore be con-
sidered as an important ecotone for biogeochemical dynam-
ics and may need to be integrated as a distinct environment
within hydrobiogeochemical models to predict the watershed
biogeochemical function. Future research would benefit from
studying other dam-influenced systems as well as seasonal
influences to support widespread applicability.

Data availability. Data are accessible at https://osf.io/
sz4d7/ (Goldman_et_al_2017_Data.zip, Goldmanet al.,
https://doi.org/10.17605/OSF.IO/SZ4D7).

The Supplement related to this article is available online
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