A process-based model for quantifying the effects of canal blocking on water table and CO₂ emissions in tropical peatlands
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Abstract. Drainage in tropical peatlands increases CO₂ emissions, the rate of subsidence, and the risk of forest fires. To a certain extent, these effects can be mitigated by raising the water table depth (WTD) using canal or ditch blocks. The performance of canal blocks in raising WTD is, however, poorly understood because the WTD monitoring data are limited and spatially concentrated around canals and canal blocks. This raises the following question: how effective are canal blocks in raising the WTD over large areas? In this work, we composed a process-based hydrological model to assess the peatland restoration performance of 168 canal blocks in a 22 000 ha peatland area in Sumatra, Indonesia. We simulated daily WTD over 1 year using an existing canal block setup and compared it to the situation without blocks. The study was performed across two contrasting weather scenarios representing dry (1997) and wet (2013) years. Our simulations revealed that, while canal blocks had a net positive impact on WTD rise, they lowered WTD in some areas, and the extent of their effect over 1 year was limited to a distance of about 600 m around the canals. We also show that canal blocks are most effective in raising WTD in peatlands with high hydraulic conductivity. Averaging over all modeled scenarios, blocks raised the annual mean WTD by 1.5 cm. Using a linear relationship between WTD and CO₂ emissions, we estimated that, averaging over peat hydraulic properties, canal blocks prevented the emission of 1.07 Mg ha⁻¹ CO₂ in the dry year and 1.17 Mg ha⁻¹ CO₂ in the wet year. We believe that the modeling tools developed in this work could be adopted by local stakeholders aiming at a more effective and evidence-based approach to canal-block-based peatland restoration.

1 Introduction

Tropical peatlands contain approximately one-sixth of the global soil carbon pool (Page et al., 2011, 2022; Xu et al., 2018). In the recent decades, extensive tropical peatland areas have been converted to agricultural and plantation forest production sites (Miettinen et al., 2016; Wijedasa et al., 2018). This land use change has often been driven by drainage, which involves excavating canals or ditches in the peat. Canals help to remove water from the naturally waterlogged peat, enhancing site productivity and opening pathways for wood and crop transportation (Dohong et al., 2017). However, the same mechanisms that make the drainage-based bioproduction economically valuable have severe environmental consequences. Drainage increases CO₂ emissions (Novita et al., 2021; Jauhiainen et al., 2012; Ishikura et al., 2018; Carlson et al., 2015), the rate of peat subsidence (Evans et al., 2022, 2019; Hooijer et al., 2012; Sinclair et al., 2020;
Hoyt et al., 2020), fire risk (Miettinen et al., 2017; Kiely et al., 2021), nutrient release (Lauren et al., 2021), and nutrient export to water courses, and it decreases the peat substrate quality (Könnönen et al., 2018).

Drainage lowers the peatland water table depth (WTD – meters, negative downward), which activates mechanisms that are behind the environmental drawbacks. The lower WTD increases the oxygen supply that soil microorganisms need for aerobic decomposition of organic matter (Page et al., 2022). It is as a result of the decomposition process that CO$_2$ is emitted, peat subsides, and nutrients are released. Therefore, raising the WTD has been the focus of many restoration practices. Canal blocks or dams raise the canal water level (CWL), increase the residence time of water in the peatland, and raise the WTD in the peat (Dohong et al., 2018).

Despite the widespread use of canal blocks for peatland restoration, there exists little evidence for their effectiveness, especially in large areas. Most existing studies monitor WTD before and after block installation using dipwells. Due to practical restrictions, dipwells are usually installed close to the canals, which is the area where WTD rise due to canal blocks is expected to be largest (Sutikno et al., 2020; Kasih et al., 2016; Ritzema et al., 2014). As a result, a naïve extrapolation of the observed block-induced WTD response to larger scales will likely result in overestimating their effectiveness. Moreover, since WTD depends on variable meteorological factors and complex hydrological processes, the difference between WTD before and after building the blocks cannot be directly attributed to their presence. In their review about tropical peatland restoration practices, Dohong et al. (2018) concluded that, while nearly all canal blocking studies have reported that the WTD rose after the dams were placed, “our current knowledge and skills are arguably inadequate for the large and landscape-scale peatland restoration in Indonesia”.

Process-based models offer a different, complementary approach to analyze WTD response to blocks. If implemented correctly, the models can account for the complex, interconnected factors affecting the canal block WTD response in large areas, which include peat topography, canal topology and block location, peat hydraulic properties, and rainfall patterns. They also enable a direct comparison of WTD between different blocking setups. Process-based models have been applied to simulate WTD in tropical peatlands in multiple studies (Wöstien et al., 2006; Cobb et al., 2017; Baird et al., 2017; Urzainqui et al., 2020). Only few of those have dealt with the question of block performance (Jaenicke et al., 2010; Ishii et al., 2016; Putra et al., 2022). The studies by Ishii et al. (2016) and Jaenicke et al. (2010) did not consider different peat hydraulic properties or weather scenarios, therefore limiting the generalizability of their results. Putra et al. (2022), on the other hand, presented a good experimental setup to analyze block and bund efficiency, but their simulations were confined to an area of 20 ha. Notwithstanding the usefulness of their approach to plan small-scale mitigation strategies and to understand restored peatland WTD dynamics, such small scales are insufficient for assessing the rewetting abilities of blocks over regional scales.

The aim of the present study is to assess the effectiveness of canal-blocking restoration practices for a large tropical peatland area (22,000 ha) in Sumatra, Indonesia, using a process-based hydrological model. We seek to understand the scale of the block impact under different weather conditions and peat hydraulic properties. To meet that challenge, we constructed a new hydrological model that combines the diffusive wave approximation of the open-channel flow equations with the groundwater flow equation that solves the WTD throughout the peatland area. The model for the CWL is sensitive to the presence of canal blocks, and the spatially explicit WTD was used to compare the blocked and non-blocked scenarios. The results were further evaluated to assess the impact of canal blocking on CO$_2$ emissions from the tropical peat area.

2 Materials and methods

2.1 Study area

The 22,000 ha study area (extending from 2°5′29″S, 104°3′14″E to 1°57′11″S, 104°14′1″E) is part of an ecosystem restoration concession, the Sumatra Merang Peatland Project (SMPP), which is located within the largest peat swamp dome in South Sumatra – the 140,000 ha Merang-Kepayang peat dome. The area is an ecologically significant wetland close to Berbak Sembilang National Park, and as is the case with many other swamp forests in Southeast Asia, it has been degraded by logging of the primary forest and by the construction of drainage canals. After more than a decade of widespread illegal logging, the SMPP rehabilitation project began in 2017 with an initial installation of 87 temporary box dams (wooden frames filled with bags with earth or peat; Dohong et al., 2017), followed by 203 permanent peat compaction dams that were constructed between 2019 and 2021. The SMPP area remains uninhabited, and pioneering native forest species (e.g., ferns such as Blechnum indicum and Nephrolepis biserata and tree species such as Archidendron clypearia and Macaranga pruinosa) are the main vegetation cover, with only 200 ha of original peat swamp forest habitat remaining.

Our study site, a large subset of the SMPP area, contains 219 km of canals and 168 dams (Fig. 1). The locations of the peat compaction dams were based on elevation difference by distance (Jaenicke et al., 2010). The typical dam is made out of surrounding peat and covers the canal width entirely up to the local peat surface. The peat depth averages at about 5 m. There are five patrol posts inside our area, each consisting of a weather station and six daily measured dipwells along a 200 m transect perpendicular to the nearest canal. There are 111 additional dipwells measured manually at an approxi-
2.2 Modeling

We constructed a hydrological model that produces daily WTD maps. The model consists of a canal network module (CNM) and a peat hydrological module (PHM). At each time step, these modules work in an alternate fashion to update the next day’s canal water level (CWL – meters, negative downwards) and WTD across the study area. First, the CNM computes and updates the CWL using the amount of water expected to have flowed in the peatland–canal interface, which was computed by the PHM in the previous time step. Then, the PHM computes and updates the WTD using the newly computed CWL. The PHM allows for bidirectional water flow between the canals and the peatland, but it only updates the state of the WTD not the CWL.

The CWL and the WTD are essentially the same quantity: water height above a common reference datum; therefore, they are described in this text with the same symbol, \( h \). The context is hopefully clear enough for the reader to discriminate between the two. In the following, each module is described in more detail.

2.2.1 Canal network module (CNM)

The CNM solves \( h \) in the canal network using a diffusive wave approximation of the open-channel flow equations (Szymkiewicz, 2010). This approximation requires fewer computational resources than a solution of the full equations, making it particularly suitable for catchment-scale peatland areas with complex canal structures. Additionally, it is able to describe the propagation of the water flow both in the upstream and downstream directions, and thus it can represent the upstream influence of dams, a key feature for our intended application. The diffusive wave approximation is derived from the open-channel flow equations by neglecting the two inertial terms in the momentum equation, which results in a gradient of \( h \) that depends only on the friction slope (Novák, 2010). Here, we use a formulation of the open-channel flow equations given by the water surface elevation from the reference datum, \( h \) [m], and the discharge, \( Q \) [m³ s⁻¹], with the friction slope described by Manning’s equation (Cunge et al., 1980),

\[
\frac{\partial h}{\partial t} = -\frac{1}{B} \frac{\partial Q}{\partial x} + \frac{q}{B} \tag{1}
\]

\[
\frac{\partial h}{\partial x} = -\frac{n^2 Q |Q|}{A^2 R^{4/3}}. \tag{2}
\]

Here, \( B \) is the channel width [m], \( q \) is the lateral inflow per unit length [m³ s⁻¹], \( A \) is the cross-sectional flow area [m²], \( n \) is the Manning friction coefficient [m⁻¹/₃ s⁻¹], and \( R \) is the hydraulic radius [m]. Our model used a simple rectangular channel of height \( z \) (i.e., \( A = B(h - p + z) \)), where \( p \) [m] is the local peat surface (canal bank) elevation above the reference datum. A graphical representation of the variables is shown in Fig. 2, and Table 1 contains the parameter values. The parameters specifying canal geometry – width, depth, and cross-section shape – were determined by local expert observations.

The mass conservation equation, Eq. (1), may be combined with the momentum equation, Eq. (2), to eliminate...
Table 1. Fixed parameter values across all modeled scenarios.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Equation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$</td>
<td>1.5</td>
<td>m</td>
<td>(1)</td>
<td>Canal width</td>
</tr>
<tr>
<td>$z$</td>
<td>1.5</td>
<td>m</td>
<td>(3)</td>
<td>Canal depth. Distance to canal bed measured from the local peat surface</td>
</tr>
<tr>
<td>$z_b$</td>
<td>0</td>
<td>m</td>
<td>(4)</td>
<td>Distance to the block head, measured from the local peat surface</td>
</tr>
<tr>
<td>$n_t$</td>
<td>100</td>
<td>m$^{-1/3}$ s</td>
<td>(3)</td>
<td>Maximum value of $n$</td>
</tr>
<tr>
<td>$n_1$</td>
<td>5</td>
<td>–</td>
<td>(3)</td>
<td>Parameter of the Manning friction coefficient</td>
</tr>
<tr>
<td>$n_2$</td>
<td>1</td>
<td>–</td>
<td>(3)</td>
<td>Parameter of the Manning friction coefficient</td>
</tr>
<tr>
<td>$K_b$</td>
<td>2000</td>
<td>m$^{3/2}$ s$^{-1}$</td>
<td>(4)</td>
<td>Block discharge coefficient</td>
</tr>
<tr>
<td>$s_1$</td>
<td>0.6</td>
<td>–</td>
<td>(6)</td>
<td>Parameter of the specific yield function</td>
</tr>
<tr>
<td>$s_2$</td>
<td>0.5</td>
<td>–</td>
<td>(6)</td>
<td>Parameter of the specific yield function</td>
</tr>
</tbody>
</table>

Here, $n_t$ is a threshold value of $n$ [m$^{-1/3}$ s], and $n_1$ and $n_2$ are parameters. When the CWL drops below the canal bed elevation $h_b$, the Manning friction coefficient is equal to its maximum, $n_t$. For heads above the canal bed, $n$ decreases exponentially with a shape dictated by $n_1$ and $n_2$. In the absence of better information sources, the values for these parameters were chosen so that the value of $n$ when the canal is full of water was $n = 0.055$ m$^{-1/3}$ s, which is in the range described in Szymkiewicz (2010), and the value for flows below the canal bed was $n = 100$ m$^{-1/3}$ s (see Table 1).

The water discharge through a canal block, $Q_b$ [m$^3$ s$^{-1}$], was modeled using the following relationship (Szymkiewicz, 2010):

$$Q_b = K_b \max(0, h - p + z_b)^{1.5},$$

(4)

where $K_b$ [m$^{3/2}$ s$^{-1}$] is a coefficient regulating the rate of water flow through the block, and $p - z_b$ [m] is the elevation of the block head above the reference datum (Fig. 2). With this choice, the dam completely blocks water when the CWL is below the block head level. The block discharge coefficient, $K_b$, was fixed so that the discharge through a block when the CWL was over the block head level was comparable to the discharge through any other node of the computational domain under similar slopes – i.e., $Q_b \approx Q$ when $h > p - z_b$.

The challenge of solving the open-channel flow equations in a large network of interconnected canals was met with a novel discretization of the equations. As usual, each canal reach was discretized as a one-dimensional grid with a fixed spacing between nodes of $\Delta x = 50$ m. The novelty introduced by our method concerns the canal junctions. We exploited the basic properties of conservation equations that fully specify the governing equations at every node in the computational domain. This is different from the usual practice, in which external mass and energy conservation equations need to be added manually to the system of equations in order to describe water flow at canal junctions (Cunge et al., 1980). As a result, the computational domain in our method is, by design, analogous to the canal network topology, which simplifies the implementation. Further details on the discretization method are given in Appendix A.
In our numerical implementation of the model, disconnected components of the canal network were solved independently in parallel processes. The accelerated Newton-Raphson method introduced by Liu and Hodges (2014) was used to solve each resulting nonlinear system of equations. No-flow Neumann boundary conditions were set at all boundary nodes.

2.2.2 Peat hydrological module (PHM)

This module uses the output from the CNM to compute the daily WTD in the peat. The approach is similar to the peat hydrological module presented previously in Urzainki et al. (2020) and by many others before that (see, e.g., Cobb et al., 2017; Morris et al., 2012; Putra et al., 2022). We solve the two-dimensional groundwater flow equation, which is suitable for domains that are much wider than they are thick (Connorton, 1985; Bear and Cheng, 2010):

$$S_y(h) \frac{\partial h}{\partial t} = \nabla (T(h)\nabla h) + P - ET,$$

where $P - ET$ [m d$^{-1}$], the difference between precipitation and evapotranspiration, is the net water input to the system; $S_y$ is the specific yield; and $T$ is the peat hydraulic transmissivity [m$^2$ d$^{-1}$].

Equation (5) describes water flow through a porous medium. When water ponds above the peat surface, the medium in which water moves is no longer porous, and the physical description of the dynamics of water changes. Our model explicitly separates the two domains (below and above ground) by using a piecewise-defined peat hydraulic transmissivity.

Both the specific yield and the transmissivity are known to vary with WTD. This is especially true of the transmissivity, which may vary by several orders of magnitude in just a few centimeters (Cobb et al., 2017). Following the results of Cobb and Harvey (2019), our model describes the nonlinear variation of $S_y$ and $T$ in the vertical profile with exponential functions. The specific yield was parameterized as

$$S_y(\zeta) = s_1 e^{s_2 \zeta},$$

where $s_1$ and $s_2$ are parameters (see Table 2), and $\zeta$ is the WTD as measured from the local peat surface [m, negative downwards].

$$\zeta = h - p,$$

The transmissivity was parameterized as follows:

$$T(\zeta, d) = \begin{cases} t_1 (1 + t_2 \zeta - e^{-t_2 d}) & \zeta > 0 \\ t_1 (e^{t_2 \zeta} - e^{-t_2 d}) & \zeta \leq 0 \end{cases},$$

where $d$ is the local peat thickness [m], and $t_1$ and $t_2$ are parameters (see Table 2).

Below ground, the transmissivity increases exponentially with WTD from a value of $T(\zeta = -d) = 0$ when the WTD is at the bottom of the peat column. Above ground, on the contrary, we opted for a constant conductivity, the derivative of transmissivity ($K = \frac{d}{d\zeta}$), which results in a linear $T(\zeta)$. It can be checked that $T(\zeta)$ is continuous and differentiable at the domain threshold $\zeta = 0$, which helps avoid potential numerical problems.

Equation (5) was solved using an explicit finite-volume solver in an unstructured triangular mesh generated from the study area maps (see Fig. 1c). Convergence and stability of the numerical method were tested by solving the equation with a smaller time step for 5 d ($\Delta t = 1/24$ d was used for the simulations; $\Delta t = 1/1000$ d was used for the tests). The WTD for the two time steps differed by less than 0.1 % everywhere in the modeled domain (results not shown here). Our code relied on open-source software (Guyer et al., 2009; Geuzaine and Remacle, 2009). Fixed-head Dirichlet boundary conditions with value $\zeta = -0.2$ m were applied at the domain boundaries.

2.2.3 Module interaction

At each time step, the CNM and the PHM are executed in an alternate fashion. The two modules operate in different computational domains, and thus water flow between the canal network and the peat matrix has to be specified externally. On the one hand, the CNM receives information about the peat WTD through the lateral water inflow, $q$ (see Eq. 1). On the other hand, the CWL computed in the same time step is used to populate the PHM mesh cells corresponding to the canal network, thus informing the PHM about the latest CWL status.

In the solution of the PHM, so as not to compute the canal flow twice, water flow between any two adjacent mesh cells that corresponded to the canal network was completely restricted by setting $T = 0$ in the cell faces. In contrast, water flow between canal and peat cells was allowed. The execution of the PHM did not directly modify the CWL; instead, the head difference at canal cells before and after the execution of the PHM did not directly modify the CWL; instead, the head difference at canal cells before and after the execution of the PHM was used to compute the lateral water inflow $q$ for each time step. Thus, $q$ acts as a sink or source term which captures how much water is expected to enter or leave each node of the canal network in the next time step. Whenever the CWL rose above ground, the volume of ponding water was distributed instantaneously throughout the corresponding cell area in the PHM step. A schematic representation of the mentioned quantities around canals is shown in Fig. 1c.

An hourly time step was used in each internal iteration ($\Delta t = 1/24$ d), although smaller time steps ($\Delta t = 1/100$ d) were adopted if any of the modules had not converged to a specified accuracy.
2.2.4 Input requirements

The model runs with easily available geospatial data, namely maps of surface elevation and peat depth, as well as a vector file that specifies the topology of the canal network. The digital elevation model and peat depth maps have a resolution of 100 m × 100 m, and they were derived from high-resolution light detection and ranging (lidar) data collected by Deltares following the methods described in Vernimmen et al. (2020). Local depressions in both layers were filled, and the rasters were interpolated to 50 m × 50 m. The peat depth was derived from a geographically weighed regression and spatial interpolation of a peat thickness field inventory. Additionally, daily weather information is required for the solution of Eq. (5). Each cell of the PHM finite-element mesh receives a daily source term input given by the difference between precipitation and evapotranspiration, \( P - ET \). The weather data used in this study differed between model scenarios – see the following section for more details.

2.3 Modeled scenarios

We simulated the WTD over 1 year for eight different scenarios. Each simulation started from the same initial WTD (see Sect. 2.3.5). We ran the model with two different weather data (dry and wet years), two different blocks states (blocked or without any blocks), and two different peat hydraulic transmissivities, \( T \). The eight different scenarios arise from a combination of all of the above factors \( 2^3 = 8 \).

Apart from those, we also conducted a simple reality check for the model, in which we visually compared the model results with WTD sensor data. The reality check was computed using locally measured weather station data for a single set of values of the peat hydraulic properties. This was only meant as an informal check of the plausibility of our model and was not a part of the main results of this work.

2.3.1 Weather scenarios

The two major components of the water balance in tropical peatlands, precipitation and evapotranspiration, enter the PHM as a net water sink or source term in the PDE – see Eq. (5). Precipitation data were collected from the Sultan Thaha Airport weather station \((1°38’1” S, 103°38’24’” E)\), the nearest BMKG (Indonesian Meteorology, Climatology and Geophysics Agency) weather station available. We selected 1 dry year (1997) and 1 wet year (2013) from more than 30 years of data according to total annual rainfall. Net annual water input between the two scenarios differed by 1255 mm: total rainfall in the dry and wet years was 1293.5 mm and 2584.0 mm, respectively. Around day 150 in the dry scenario, a prolonged dry period began, which lasted almost until the end of the year. The wet year had intense and prolonged rainfalls, even during the dry period. The resulting net water sources for the two scenarios are shown in Fig. 3.

Figure 3. Net water source or sink term (precipitation minus evapotranspiration) in the wet (a) and dry (b) modeled scenarios. Vertical bars show daily net water source, and the solid line shows the daily cumulative sink or source of water. Note that only the baseline evapotranspiration of \( ET = 4.17 \text{ mm d}^{-1} \) is shown here; the additional contribution due to the pan-evaporation term was dependent on WTD and differed across modeled scenarios.

The 2 selected years reflect extremes of the large inter-annual and seasonal variability that are common in the tropics.

The evapotranspiration was modeled as a constant daily value plus a pan-evaporation term that only became active when the WTD was close to the peat surface. The variation of evapotranspiration in tropical peatlands is considerably smaller than that of rainfall. This applies to inter-annual variations in total annual evapotranspiration, as well as to daily and seasonal variations within a year (Hirano et al., 2015; Wati et al., 2018). Evapotranspiration enters our model as a quantity relative to precipitation, which justifies our choice of a constant baseline. This value was \( ET = 4.17 \text{ mm d}^{-1} \), the mean of 7 years of measurements across tropical peatlands in different disturbance states (Hirano et al., 2015). Wati et al. (2018) found that pan evaporation (evaporation from ponding water) in Java and Bali could be as high as 7 mm d\(^{-1}\). Based on that, we added a pan-evaporation term to the constant baseline. This pan-evaporation term increased linearly from 0 mm d\(^{-1}\) when the WTD was at \(-10\) cm to 3 mm d\(^{-1}\) when the WTD was at \(+10\) cm. The contribution of the added pan-evaporation term for ponding water tables was cut off at 3 mm d\(^{-1}\).
Table 2. Parameters of the peat hydraulic properties, Eqs. (6) and (8). The peat hydraulic properties resulting from these parameters are shown in Fig. 4. These two sets of parameters were used in different modeled scenarios.

<table>
<thead>
<tr>
<th>Parameter scenario</th>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$t_1$</th>
<th>$t_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6</td>
<td>0.5</td>
<td>50</td>
<td>2.5</td>
</tr>
<tr>
<td>2</td>
<td>0.6</td>
<td>0.5</td>
<td>500</td>
<td>2.5</td>
</tr>
</tbody>
</table>

2.3.2 Block configurations

Two different dam setups were modeled. One setup, which will be referred to as a blocked configuration or simply as blocked, consisted of all the 168 blocks present in the study area (see Fig. 1). The other setup, referred to as not blocked, did not contain any blocks.

2.3.3 Peat hydraulic properties

Our description of the peat hydraulic properties was based on the findings presented in Cobb et al. (2017), Hooijer (2005), and Baird et al. (2017). The values reported for the transmissivity and its derivative, the conductivity, $K$, vary significantly both between sites and in the vertical soil profile within the same site. In their measurements in several Panamanian peatlands, Baird et al. (2017) found that hydraulic conductivities at a depth of around 0.5 m in the peat profile were in the range $K = 7.5-471.9$ m d$^{-1}$. In a Brunei peatland, Cobb et al. (2017) found $K = 1300$ m d$^{-1}$ at the surface and that $K = 5.2$ m d$^{-1}$ at 30 cm below the surface. The specific yield, on the other hand, varies less in the cited studies. All values are in the range $S_y = 0.29-0.68$, with deeper layers of the peat profile having lower values. To capture some of this range and the vertical change in the soil profile, we chose to use a single specific yield curve and two different transmissivity curves, which were modeled using Eqs. (6) and (8). The resulting peat hydraulic properties are shown in Fig. 4, and the sets of parameters used to generate them are listed in Table 2.

2.3.4 Reality check

We performed a reality check of our model by comparing the simulated WTD with the available measured field data and meteorological data from the patrol posts and dipwell data, both obtained during the year 2020. The variation in peatland topography at smaller scales than the resolution limit of our data (originally 100 m x 100 m) prevented any meaningful one-to-one quantitative comparison between the modeled and the measured WTD (see Fig. 1). This small-scale variation in peat elevation is known to be tens of centimeters (Lampela et al., 2016; Cobb et al., 2017), which is comparable to daily and annual WTD ranges.

The field WTD was measured from the dipwells (see Fig. 1). We modeled the WTD for 1 year for all peat hydraulic properties using the blocked setup.

Precipitation and evapotranspiration were determined using the data collected at the six patrol posts’ weather stations (see Fig. 1). The weather data included recordings of daily precipitation, temperature, wind speed, atmospheric pressure, and relative humidity. The daily precipitation was adopted directly from the weather station measurements. The evaporation was modeled using the standard Penman–Monteith equation (Allen et al., 1998), fitting the two free parameters of the model to the annual net radiation and evapotranspiration reported in Hirano et al. (2015). Each cell in the PHM domain received a spatially interpolated daily $P - ET$ value that was based on its distance to the weather stations. We chose to present here the peat hydraulic property set that best fitted the below-ground range and the dynamics of measured WTD.

2.3.5 Initial condition

The initial WTD was the same in all modeled scenarios, including the reality check, and it was derived as follows. Starting from total water saturation, $\zeta = 0$ m, everywhere in the study area, we let the model evolve with no precipitation and a high evapotranspiration, $ET = 7.5$ mm d$^{-1}$. The simulations were run with blocks and with the set of peat hydraulic properties number 2 (see Table 2). The model was run for 50 d, recording the resulting WTD rasters at the end of each day. We then compared the WTD at the dipwell locations for each of the 50 resulting rasters with the dipwell measurements from 22 January 2020, the first sensor measurements of the year. The modeled WTD raster that resulted in the smallest mean squared error was selected as the initial condition for all scenarios. Compared to other possible choices for the initial state of WTD, such as a constant WTD throughout the area, this initial condition captures the natural curvature of the WTD.

2.4 Notation

We will use $\langle \zeta \rangle$ to indicate the spatially averaged WTD and $\bar{\zeta}$ to indicate the temporal average. Additionally, the quantity

$$\Delta \zeta = \zeta_{\text{blocks}} - \zeta_{\text{no-blocks}}$$

will be used to indicate the WTD difference between two modeled scenarios that only differ by the blocking condition.

2.5 Translation to CO$_2$ emissions

CO$_2$ emissions in the study area were modeled as a linearly increasing function of WTD,

$$m_{\text{CO}_2}(\zeta) = -a\zeta + b,$$

where the negative sign implies that the emissions increase with deeper WTD (note that $\zeta$ is negative below...
Figure 4. The two modeled sets of peat hydraulic properties arising from the parameters in Table 2. (a) Specific yield, Eq. (6), common to all modeled scenarios. (b) Transmissivity, Eq. (8), and its derivative, conductivity, $K = \frac{\partial T}{\partial \zeta}$. The different parameter sets are color coded, and this code is used in the rest of the text.

The CO$_2$ emissions resulting from above-ground WTDs were set to be equal to the emissions at the surface – i.e., $m_{CO_2}(\zeta > 0) = b$. In this work, we used the values from Jauhiainen et al. (2012), $a = 74.11$ Mg ha$^{-1}$ m$^{-1}$ yr$^{-1}$ and $b = 29.34$ Mg ha$^{-1}$ yr$^{-1}$. These values were obtained for an Acacia plantation, which may not give the most accurate estimation of the emissions from a rehabilitating natural peat swamp forest. Therefore the reader is encouraged to treat the CO$_2$ emission results as a rough estimation of their magnitude.

Following the notation introduced in Eq. (9), we will denote the difference in CO$_2$ emissions due to the block influence by $\Delta m_{CO_2}$.

3 Results

3.1 Reality check

The comparison between the modeled and the measured WTD shows similarity in the range and the dynamics of WTD, as shown in Fig. 5b. The deepest WTD in both measured and modeled scenarios was about $-1.5$ m. During most of the year, WTD was between $-0.4$ and $0.1$ m in the majority of the measuring locations. There were two groups of outliers in the sensor data. The sensors with an annual WTD average below $-0.7$ m corresponded to the easternmost patrol post transect. There were three sensors that recorded an annual WTD average above $0.5$ m, but we could not find any pattern to those extreme measurements. The magnitudes of the WTD rise after heavy rainfalls and the WTD drop in the recession periods were similar in the modeled and measured datasets. The water rise and recession slopes were similar as well. As a result, the distribution of annually averaged modeled WTD was similar to the measured one, as can be seen in Fig. 5c.

The model captured the relevant water flow dynamics during the reality check, and thus it is considered to be plausible under the other weather scenarios presented in the study.
3.2 Block impact on WTD

Blocks led to a net rise of the WTD in all modeled scenarios. This is shown qualitatively in Fig. 6, which aggregates $\Delta \zeta$ from all modeled scenarios into a single raster. The existence of more areas with a positive $\Delta \zeta$ (colored in blue in Fig. 6) means that, overall, blocks produced a net WTD rise across all the modeled scenarios. Averaging over all scenarios, the net average WTD rise was 1.51 cm. Despite the overall WTD rise, in some areas, blocks had the effect of lowering WTD compared to the non-blocked scenario (colored in red in Fig. 6). It is also remarkable that the modeled WTD in most of the peatland area far enough from canals (e.g., > 1 km) was practically unaffected by the presence or absence of blocks.

The spatially averaged block-induced WTD rise, $\langle \Delta \zeta \rangle$, differed significantly across different hydraulic property values and weather scenarios, as shown in Fig. 7. However, $\langle \xi \rangle$ was always higher with the blocks than without the blocks (positive $\langle \Delta \zeta \rangle$) for all modeled scenarios. In other words, the overall rewetting impact of the blocks was positive at all times during the simulated period, regardless of weather conditions or peat hydraulic properties.

Figure 7b and c show that rainfall events reduced the difference between the WTD in the blocked and non-blocked scenarios. It may also be seen that, in the dry periods in between any two large rainfall events, the effect of the blocks was greater. However, dry conditions did not always benefit the blocks’ rewetting ability. The extreme drought starting around day 150 in the dry weather scenario shows how canal blocks became less relevant after a certain threshold of external-water-input scarcity. For the first 50 days after the start of the dry period, the gap between blocked and non-blocked WTD increased in the high-transmissivity scenario and stayed relatively constant in the low-transmissivity one (Fig. 7b and d). However, at around day 200, the gap began to close, and by the end of the dry period, blocks were at their minimum effectiveness. As a result, the cumulative block-induced WTD rise averaged over peat hydraulic properties was similar in the wet and dry scenarios – 1.44 cm in the dry year and 1.57 cm in the wet year.

Peat hydraulic properties also played an important role in the degree to which blocks were able to raise WTD. Specifically, a larger hydraulic conductivity (or transmissivity) led to greater differences between the blocked and unblocked scenarios in both weather conditions (Fig. 7c and d). Averaged over the two weather conditions, the $\langle \Delta \zeta \rangle$ obtained with the high-transmissivity peat (parameter set 2) was 2.13 times greater than the low-transmissivity one (obtained with parameter set 1) – 2.05 cm versus 0.96 cm.

There was remarkable variation in the spatial extent of block influence among the different modeling scenarios. As an example, we show two snapshots of $\Delta \zeta$ for the high-transmissivity simulation (parameter set 2) in wet and dry years in Fig. 8b and c. These figures qualitatively show that the WTD difference due to the blocks at the end of the wet year was small and concentrated around canals. In contrast, the differences at the end of the dry year were more pronounced and extended further spatially. Note that both the positive and the negative block impacts were larger at the end of the dry year; i.e., $\Delta \zeta$ was larger in absolute value. The dependence of $\Delta \zeta$ on the distance to the nearest block, shown in Fig. 8a, provides a more quantitative description of the spatial extent of block impact. The effect of blocks on WTD for all modeled scenarios was relevant until about 600 m from the nearest dam, and it markedly decreased from there. The mean annual impact of the blocks on WTD more than 1 km away was negligible (not shown in Fig. 8a for clarity). This was true across all weather conditions and peat hydraulic properties, albeit with small variations between modeled scenarios. Higher hydraulic conductivities had the effect of increasing the spatial extent of the blocks’ influence.

3.3 Potential to decrease CO$_2$ emissions

The net block-induced WTD rise in all modeled scenarios led to an overall decrease of CO$_2$ emissions (Fig. 9). In the worst-performing rewetting scenario, with dry conditions and a peatland with the lowest studied hydraulic conductivity (parameter set 1), the non-blocked setup emitted an annual total of 0.62 Mg ha$^{-1}$ more than the blocked one. In contrast, in the high-transmissivity scenario (parameter set 2), the block-induced WTD rise was translated into a 1.52 Mg ha$^{-1}$ yr$^{-1}$ CO$_2$ emission reduction for both the dry and wet years. Averaging over peat hydraulic properties, the emission of 1.07 and 1.17 Mg ha$^{-1}$ CO$_2$ was prevented in the whole year for dry and wet years, respectively.
4 Discussion

4.1 Comparison to previous studies

A pursuit to estimate the impact of canal blocking in the restoration of tropical peatlands should meet the following four criteria. First, it should capture the complex and interconnected hydrological processes influencing the block performance. Second, the estimation should be done at spatio-temporal scales similar to the specific scale of the restoration project. Third, a method to meaningfully compare blocked and non-blocked scenarios is needed. Finally, in order to make generalizable claims, the sensitivity to weather conditions and peat hydraulic properties should be accounted for.

These criteria are best satisfied with a combination of empirical methods and process-based modeling. If successful, process-based models are able to combine the relevant physical processes governing water flow at sufficiently large scales. Additionally, they offer a direct method to compare different blocking setups and the ability to study the impact of different weather scenarios and peat hydraulic properties. To our knowledge, the present work, which builds upon our previous study (Urzainki et al., 2020), is the first that tries to meet all the aforementioned criteria in tropical peatlands.

A few studies have modeled tropical peatland WTD (Cobb et al., 2017; Cobb and Harvey, 2019; Baird et al., 2012, 2017; Morris et al., 2012; Wösten et al., 2006), but to our knowledge, only three have focused on the effectiveness of canal blocks, namely the studies of Jaenicke et al. (2010), Ishii et al. (2016), and Putra et al. (2022). Both Jaenicke et al. (2010) and Ishii et al. (2016) modeled WTD in large areas and reported that the effect of dams on WTD markedly decayed at 1 km distance from the canals. However, neither of the two works analyzed the effect of different peat hydraulic properties or weather scenarios. The only study that is comparable in scope to ours is that of Putra et al. (2022). Nevertheless, their study area was several orders of magnitude smaller.

Figure 7. Spatially averaged WTD (a, b) and WTD differences (c, d) between the blocked and non-blocked configurations for all the modeled scenarios. Spatially averaged WTD for wet (a) and dry (b) weather conditions. The solid lines correspond to the blocked scenario, and the dashed lines correspond to the non-blocked. The shaded area between the solid and dashed lines of the same color corresponds to the WTD difference between the two blocking scenarios, $\langle \Delta \zeta \rangle$, which is explicitly shown in (c) and (d) for clarity. Vertical bars in (c) and (d) show the daily net water input $P - ET$ [m d$^{-1}$].
smaller (20 ha), and their CWL was not dynamic but manually fixed to field measurements.

The novelty introduced by our discretization of the open-channel flow equations is also worth underlining. Unlike traditional methods in which junction nodes require a special treatment (Cunge et al., 1980; Novák, 2010), our approach describes the water flow at all nodes of the computational domain with the same equation, Eq. (A8). Our method is automatically applicable to canal networks of arbitrary topology, thus simplifying the model domain-building process.

4.2 Block impact on WTD

Five main outcomes can be drawn from the present study.

First, dams were, on average and across all the modeled scenarios, beneficial for the rewetting of the study area. This has been observed in many studies in tropical and temperate peatlands (Putra et al., 2021; Sutikno et al., 2019, 2020; Holden et al., 2017; Planas-Clarke et al., 2020; Schimelpfenig et al., 2014; Kasih et al., 2016). Canal blocks are mechanisms that increase water residence time in the peatland system, and as a result, they can only raise the average WTD. In turn, assuming a strictly positive impact of WTD rise in terms of CO₂ emission reduction, this implies that dams must reduce CO₂ emissions overall. However, in line with previous studies (Putra et al., 2021, 2022), dams were not enough to maintain WTD above the −40 cm limit set by the Indonesian Peatland Regulation Agency everywhere in the peatland during the extremely dry year (see Republic of Indonesia Government Regulation No. 57 Year 2016 about Peatland Ecosystem Protection and Management, 2016).

Second, despite raising the WTD on average, blocks did not do so everywhere in the study area. In some areas downstream from the dams, the WTD was systematically lower in the blocked scenario than in its non-blocked counterpart. To our knowledge, such an effect has not been reported in the literature. Our interpretation of this result is straightforward: the function of dams is to block water, and thus they may reduce water supply to areas with a specific combination of local canal network topology and peat topography.
Third, we found that the impact of dams on WTD was confined to areas close to the blocks. The WTD difference between the blocked and non-blocked scenarios was, on average, 3 cm at 400 m from the canals, and it was 1 mm at a 1 km distance (see Fig. 8). Several studies support this claim (Sutikno et al., 2019, 2020; Evans et al., 2019; Putra et al., 2021, 2022; Ishii et al., 2016; Jaenicke et al., 2010). Sutikno et al. (2019), using dipwell measurements, claimed that the radius of action of dams in tropical peatlands is around 170 m, and Ishii et al. (2016) found the modeled WTD rise due to blocks to be about 10 cm at a distance of 400 m. On the one hand, this result confirms that canal blocks are effective in raising the WTD close to the canals, which is where they are most needed. On the other hand, it suggests that naively extrapolating WTD measurements performed in the vicinity of the canals may lead to an incorrect assessment of the ability of blocks to raise WTD throughout the study area.

Fourth, peat hydraulic conductivity had a great impact in terms of the extent to which dams were able to raise the WTD. This effect was also observed in Putra et al. (2022), where blocks had more impact in the higher-conductivity site. Peat hydraulic properties govern the dynamics of groundwater flow, and in particular, the conductivity (or, in our model, the transmissivity) determines the rate of horizontal water flow (Hillel, 1998; Bear and Cheng, 2010). It follows that higher conductivities result in greater responses of WTD to modifications in the CWL. This implies that peatlands with higher hydraulic conductivities have greater potential for greenhouse gas emission mitigation using canal-blocking restoration.

Fifth, the effect of the weather on the block rewetting ability was non-trivial, with an overall slightly greater impact in the wet year than in the dry year. On the one hand, heavy rainfall events led to smaller differences between the blocked and non-blocked scenarios. And it was in the drier days in between these large rainfall events that the blocks were most effective. Our interpretation of these observations is that, with enough water supply from precipitation, WTD rises regardless of whether dams exist or not, making dams less useful. On the other hand, in extremely prolonged dry periods such as the second half of the dry year, the overall rewetting potential of the dams decreased. This behavior agreed with the findings of Putra et al. in their small-scale empirical and modeling studies (Putra et al., 2021, 2022). Putra et al. reported a decrease in the effectiveness of blocks during dry periods because canals became completely dry, and therefore, blocks were not able to retain any water. However, our simple model of discharge through blocks, Eq. (4), completely restricts water flow through blocks even when the water is below the canal bottom, i.e., when the canal is dry. Even if the canals had dried out, our model would not have been able to reproduce the effect described by Putra et al. Thus, another mechanism must explain the observed behavior. Our suspicion is that a combination of the mentioned block impermeability and the low resolution of the data around canals might be responsible. Two consecutive watertight dams in the same canal reach create a segment that is completely disconnected from other parts of the network. The only water source of that canal segment is either precipitation or incoming water from the peatland. Given its low resolution, the digital terrain model (DTM) was not able to describe the usual depressions of the peat surface around canals, which likely reduced the water inflow from the peatland. As a result, some canal segments, embedded in peatland areas with a certain topography, may have received very little water during long dry periods.

In our simulations, the negative \( \Delta \zeta \) arising from those areas decreased faster than the positive \( \Delta \zeta \) increased in the rest of the areas, hence the overall decrease in the block rewetting ability after a prolonged dry period. In reality, blocks are permeable, although less conductive than an open channel, and canals are excavated in the peat, which attracts more water from the peatland. Therefore, our results in this regard are likely an exaggeration of a subtler effect that takes place in nature. The conclusion that can be drawn from the combination of Putra’s and our studies regarding the influence of weather is the following. The WTD difference between the blocked and non-blocked scenarios is generally greater in the absence of rainfall. Blocks are likely to delay the point at which canals become dry; yet, once that point is reached, blocks cease to have any impact on WTD. When water input into the system is scarce, some areas of a blocked peatland might receive considerably less water than an unmanaged one.

### 4.3 Model limitations

Applications of process-based models have two main sources of uncertainty: the simplifying assumptions made in the construction of the model and the uncertainty in the input data. The PHM and the CNM use well-established partial differential equations to approximate water flow in peat and in canals. Despite being two dimensional, the groundwater flow equation of the PHM has been shown to accurately represent water movement in such domains where the width exceeds the thickness (Connorton, 1985). The two-dimensional approximation has been used extensively in modeling of hydrology in tropical peatlands (Baird et al., 2012; Cobb et al., 2017). When building the CNM, we tested the diffusive wave approximation against the full open-channel flow equations (Preissmann method; Cunge et al., 1980; Hahti et al., 2014) and concluded that the diffusive wave approximation was accurate enough for this application (testing not shown in this study). This was, in part, because the daily time step was long enough to remove the effect of the inertial terms present in the full open-channel flow equations. As was pointed out previously, the blocks were modeled as watertight barriers that extend from the surface to the impermeable bottom, while in reality they are relatively porous (Osaksi and Tsuji, 2016; Ritzema et al., 2014). The coupling between the PHM and CNM approximates water balance, but it does not strictly
conserve mass. However, this is an unavoidable drawback of any hydrological model that solves groundwater and surface water flow in different modules (Barthel and Banzhaf, 2016). The error introduced in the coupling was not estimated in this work and is left for future studies, which could use techniques analogous to the ones presented in Gasda et al. (2011).

The lack of information about the water flow at the area boundaries hindered the choice of appropriate boundary conditions in both the PHM and the CNM. In particular, there were no data on the water discharge at the catchment outlet, and we set the boundary conditions in the CWL at that point to no-flow Neumann. This choice, although striking at first, is overrun in the PHM step by the fixed −0.2 m Dirichlet boundary conditions. The Dirichlet boundary conditions are themselves a source of inaccuracy in the simulated WTD, as would be the case with any choice of boundary conditions. It seems plausible that the distance to which the signal of the Dirichlet boundary conditions can propagate over the timescale of the simulation may be similar to the distance to which a change in the CWL affects WTD. Given our results in the present study, we can estimate that inaccuracies introduced by the Dirichlet boundary conditions would only affect the WTD up to a 1 km buffer zone around the boundaries of the study area. We nevertheless argue that these inaccuracies do not undermine the results presented in this work because they are based on direct comparisons between different scenarios. Indeed, the WTD difference maps displayed in Figs. 6 and 8b and c confirm that the difference between scenarios is negligible at the study area boundaries. It is reasonable to think that most of the error introduced by the boundary conditions does not have a large effect on our results.

Despite being crucial for the understanding of water dynamics, there exist few published measurements of the physical parameters which govern water flow in tropical peat and in canals. Whereas the variability of the peat hydraulic properties was taken into account through the different modeling scenarios, the physical parameters governing open-channel flow were fixed in all the scenarios. In reality, all these – the width, depth, and cross-section shape of the canals; the block discharge coefficient; and the Manning friction coefficient – vary spatially and/or temporally (Ritzema et al., 2014; Osaki and Tsuji, 2016). Since the value of these coefficients has a direct influence on water dynamics, more experimental work is needed to correctly quantify the open-channel flow coefficients for tropical peatlands. One positive point of this study, however, is that the large study area naturally included some variability in terms of the location of canals and blocks. The western part of the catchment, for instance, had more blocks per unit area than the southeastern part. This helped to capture some of the spectrum of canal and block densities typically present in tropical restoration projects without having to explicitly include it in the study design. Indeed, this heterogeneity is represented in the variance of the block impact in Fig. 8.

Not only the CNM parameters but also the physical parameters of the PHM are expected to have some spatial variability too. Peat hydraulic properties are known to vary with vegetation and land use (Baird et al., 2017; Kurnianto et al., 2019), and even precipitation and evapotranspiration may change over the study area (Vijith and Dodge-Wan, 2020). Our model could accommodate all this spatial variability, but in the absence of data, we were forced to assume constant values throughout the study area.

The model validation against the dipwell-measured WTD was limited by the coarse resolution of the PHM computational domain. The original resolution of our digital elevation model was 100 m × 100 m, a scale at which tropical peat surface typically presents variations on the order of tens of centimeters (Lampela et al., 2016). In the absence of further information about the precise elevation of the dipwells, we assumed an uncertainty of comparable magnitude in the dipwell WTD measurements. As a result, we resorted to doing a qualitative estimation of the model plausibility (see “Reality check”, Sects. 2.3.4 and 3.1). Two main features of the reality check of Fig. 5 support the validity of the model. First, the model was unbiased, and the range of modeled and measured WTD was comparable. Second, the modeled WTD presented similar ranges and slopes in the daily dynamics driven by precipitation and evapotranspiration. The origin of the dipwell measurements showing WTD up to 1 m above the surface in Fig. 5 is unknown to us. They could be due to a wrong datum or due to local depressions that are unnoticeable in the DTM, which canalize the water to certain spots.

The coarse resolution also prevented precise modeling of the canal–peatland interface (see Fig. 1b and c). This may have led to an underestimation of the water gradient between the canals and the peatland and therefore also to low CWL in very dry conditions (see fifth point in the previous section).

Despite the presented limitations, we claim that the modeling setup presented here has a greater potential to study the rewetting ability of blocks than purely experimental studies have. On the one hand, the effect of some of the aforementioned uncertainties might be partially compensated for by the fact that we have only presented relative comparisons between blocked and non-blocked scenarios. On the other hand, our model gives theoretically coherent estimates of the dam impact throughout the area, which is not possible to do with experimental studies alone.

4.4 Further study

The present work was limited to the analysis of a single study area, with one block location configuration, for a relatively short period of time. Future studies might consider how varying the number of dams and their positions affects WTD,
since, as we know, the dam position is critical (Urzainki et al., 2020). Furthermore, the impact of blocks on WTD would probably change on timescales of decades, which is closer to the typical lifespan of canal blocks (Ritzema et al., 2014; Dohong et al., 2018). When analyzing long-term scenarios, the effect of climate change on precipitation and evapotranspiration (Gallego-Sala et al., 2018; Wang et al., 2018; Cai et al., 2014; Pörtner et al., 2022), as well as on peat subsidence (Evans et al., 2019; Hoyt et al., 2020; Evans et al., 2022), will need to be addressed.

In order to have a more precise estimate of greenhouse gas emissions, future studies should take into account emissions of other compounds, such as methane and nitrous oxides. In fact, having shallower WTD as the only optimization goal may not be desirable due to increased methane emissions – although we are not aware of any studies where methane emissions have been shown to surpass CO₂ emissions (Teh et al., 2017; Wong et al., 2018; Plans Clarke et al., 2020; Deshmukh et al., 2020, 2021; Kiuru et al., 2022; Zou et al., 2022; Lestari et al., 2022).

It might be interesting to connect process-based models such as the one presented in this work not only with more extensive empirical studies but also with state-of-the-art remote sensing techniques for WTD measurement, such as in Hikouei et al. (2023).

5 Conclusions

We modeled the effect that canal block restoration practices had on the WTD of a 22,000 ha drained tropical peatland. Our results show that the blocks raised WTD on average, but their effect was limited. Block impact on WTD at a distance of 1 km was negligible during 1 year of simulations, and blocks lowered the WTD in some areas. The effect of dams was largest during dry periods and in peat soils with higher hydraulic conductivities. We believe that the present modeling setup, which has been designed with stakeholders’ practical management questions in mind, could be adopted by local agencies aiming at a more effective and evidence-based remote sensing approach to canal-block-based peatland restoration.

Appendix A: Numerical scheme for the diffusive wave approximation

The open-channel flow Eqs. (1) and (2) must be solved in a network of connected channel segments. This connectivity gives rise to a type of computational node that does not exist when the channel segments are modeled individually: the junction node, a node shared by more than one individual channel. The traditional discretization of the equations involves writing the numerical approximations for each individual channel reach first and then manually adding some mass and energy conservation conditions at the junction nodes (Cunge et al., 1980; Szymkiewicz, 2010). However, in large and complex channel networks, the traditional approach is tedious and error prone because all conservation equations at junctions need to be introduced manually. In this work, we used a slightly different conceptual approach to derive the numerical discretization of the open-channel flow equations that allows us to set up the linear system directly from the channel network topology.

The first equation of the open-channel flow equations, Eq. (1), is the mass conservation equation. In general, differential equations that describe conservation laws in one dimension take the following form:

\[
\frac{\partial u}{\partial t} = -\frac{\partial f(u(x, t))}{\partial x},
\]  

(A1)

where \( u \) is the conserved quantity, and \( f(u) \) is the rate of the flow or flux of the conserved quantity.

Let us discretize space and time with regular meshes of width \( \Delta x \) and time step \( \Delta t \) and define the discrete mesh points \( x_i = (n+1)\Delta x \) and \( t_n = n\Delta t \) with \( i \) and \( n \in \mathbb{N} \). Conservative numerical methods are those that can be written as

\[
u_{i+1}^n = \nu_i^n + \frac{\Delta t}{\Delta x} \left[ F(u_{i+1}^{n+1}, u_{i+1}^{n-1}, \ldots, u_{i+1}^{n+q}) - F(u_i^{n+1}, u_i^{n+q}) \right],
\]  

(A2)

for implicit schemes and analogously for explicit schemes (LeVeque, 1992). In the simplest case (\( p = 0 \) and \( q = 1 \), this becomes

\[
u_{i+1}^n = \nu_i^n + \frac{\Delta t}{\Delta x} \left[ F(u_{i+1}^{n+1}, u_{i+1}^{n}) - F(u_i^{n+1}, u_i^{n+1}) \right].
\]  

(A3)

The function \( F(u_i, u_{i+1}) \), called the numerical flux function, plays the role of the average flux of the conserved quantity \( u \), \( f(u) \), between \( x_i \) and \( x_{i+1} \) during the time interval \([t_n, t_{n+1}]\).

The system of equations arising from the discretization of Eq. (A3) may be interpreted as balance equations at every node. Indeed, the form of Eq. (A3) ensures that what appears with a plus sign in the equation for \( u_i \) must appear with a minus sign in the equation for \( u_{i+1} \). Therefore, the total quantity of the conserved variable \( u \) in any region changes only due to flux through the boundaries.

We may impose this same condition for a general junction node with more than two neighbors. Let us denote the index of the junction node as \( J \), and let \( in \) and \( out \) be the set of nodes whose flux is incoming and outgoing from \( J \), respectively. Then, the discretized equation for the conservative method at a general junction node is

\[
u_{j+1}^n = \nu_j^n + \frac{\Delta t}{\Delta x} \left[ \sum_{k \in \text{in}} F(u_k^{n+1}, u_j^{n+1}) - \sum_{k \in \text{out}} F(u_j^{n+1}, u_k^{n+1}) \right].
\]  

(A4)
Note that Eq. (A4) reduces to Eq. (A3) for interior nodes. Requiring conservativeness of the numerical scheme at junctions fully specifies the form of the discretized equations. Equation (A4) provides the blueprint for a conservative numerical scheme that is applicable to all nodes in the computational domain.

Our numerical method to solve the mass conservation equation, Eq. (1), is obtained by setting the numerical flux function from node $i$ to node $k$ to be equal to $Q_{ik}/B$, the water discharge between those two nodes. The discretization equation for any node in the channel network domain is then

$$h_i^{n+1} = h_i^n + \frac{\Delta t}{B} \sum_{k \in in} Q_{ik}^{n+1} - \sum_{k \in out} Q_{ik}^{n+1} + \frac{q_{ik}^{n+1}}{B}. \quad (A5)$$

Note that, in our model, the channel width $B$ is the same for every node – i.e., $B_i = B$.

The second equation of the diffusive wave approximation, Eq. (2), now becomes useful. It relates the magnitude of the discharge $Q$ to the square root of the gradient of the water elevation,

$$|Q| = C \frac{|\Delta h|}{\sqrt{\Delta x}}, \quad (A6)$$

where $C = \frac{B^{2/3}}{n}$.

A straightforward discretization of the spatial derivative results in

$$|Q_{ik}| = C_{ik} \left| h_i - h_k \right|^{1/2} \Delta x, \quad (A7)$$

where $|Q_{ik}|$ is the magnitude of the water discharge between nodes $i$ and $k$, and $C_{ik} = \frac{1}{2}(C_i + C_k)$.

Finally, we insert Eq. (A7) in Eq. (A5) to get our numerical scheme for the diffusive wave approximation of the open-channel flow equations,

$$\frac{h_i^{n+1} - h_i^n}{\frac{\Delta t}{B(\Delta x)^{1/2}}} = - \frac{\Delta t}{B(\Delta x)^{1/2}} \sum_k C_{ik} \left[ h_i^{n+1} - h_k^{n+1} \right]^{1/2} \text{sign}(h_i^{n+1} - h_k^{n+1}). \quad (A8)$$

The sign function accounts for the direction of the water flow (note the negative sign of Eq. 2), and the sum in $k$ goes over all neighboring nodes of the node $i$. As we noted previously, this equation is valid for all nodes in the computational domain, including junction nodes.

With a judicious use of the information about the channel network topology (e.g., by using the adjacency matrix of the graph of canal nodes), this discretization enables a simple implementation of the diffusive wave approximations, since junction nodes do not need to be accounted for separately.

Code and data availability. The source code and all the data (except the DTM, which is property of Deltures) are available at https://doi.org/10.5281/zenodo.7908069 (Urzainki, 2023a). Forest Carbon PTE LTD (https://forestcarbon.com/, last access: 1 November 2022) provided the data.

Video supplement. Animations of $\Delta \zeta$ for all modeled scenarios are available at https://doi.org/10.5281/zenodo.7791585 (Urzainki, 2023b).
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