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Abstract. The acidification of the ocean (OA) increases
the frequency and intensity of ocean acidity extreme events
(OAXs), but this increase is not occurring homogeneously in
time and space. Here we use daily output from a hindcast
simulation with a high-resolution regional ocean model cou-
pled to a biogeochemical ecosystem model (ROMS-BEC)
to investigate this heterogeneity in the progression of OAX
in the upper 250 m of the northeastern Pacific from 1984 to
2019. OAXs are defined using a relative threshold approach
and using a fixed baseline. Concretely, conditions are con-
sidered extreme when the hydrogen ion concentration ([H+])
exceeds the 99th percentile of its distribution in the baseline
simulation where atmospheric CO2 was held at its 1979 level.
Within the 36 years of our hindcast simulation, the increase
in atmospheric CO2 causes a strong increase in OAX volume,
duration, and intensity throughout the upper 250 m. The in-
creases are most accentuated near the surface, with 88 % of
the surface area experiencing near-permanent extreme condi-
tions in 2019. At the same time, a larger fraction of the OAXs
become undersaturated with respect to aragonite (�A < 1),
with some regions experiencing increases up to nearly 50 %
in their subsurface. There is substantial regional heterogene-
ity in the progression of OAX, with the fraction of OAX
volume across the top 250 m increasing in the central north-
eastern Pacific up to 160 times, while the deeper layers of
the nearshore regions experience “only” a 4-fold increase.
Throughout the upper 50 m of the northeastern Pacific, OAXs
increase relatively linearly with time, but sudden rapid in-
creases in yearly extreme days are simulated to occur in the
thermocline of the far offshore regions of the central north-
eastern Pacific. These differences largely emerge from the
spatial heterogeneity in the local [H+] variability. The lim-

ited offshore reach of offshore-propagating mesoscale ed-
dies, which are an important driver of subsurface OAX in the
northeastern Pacific, causes a sharp transition in the increase
in OAX between the rather variable thermocline waters of
nearshore regions and the very invariant waters of the cen-
tral northeastern Pacific. The spatially and temporal hetero-
geneous increases in OAX, including the abrupt appearance
of near-permanent extremes, likely have negative effects on
the ability of marine organisms to adapt to the progression of
OA and its associated extremes.

1 Introduction

Ocean uptake of anthropogenic carbon dioxide (CO2) from
the atmosphere is the main driver of the ongoing surface
ocean acidification (OA), i.e., the long-term increase in the
hydrogen ion concentration [H+] and the decreases in pH
(with pH=−log([H+])) and aragonite saturation state (�A)
in the surface ocean (Hoegh-Guldberg et al., 2018; Bind-
off et al., 2019; Doney et al., 2009; Caldeira and Wickett,
2003). These trends are bound to increase the occurrence
of ocean acidity extreme events (OAXs). But how such ex-
tremes progress and what this means in terms of their av-
erage duration, frequency, and intensity has only been an-
alyzed by a handful of model-based studies so far (Gru-
ber et al., 2021; Burger et al., 2020; Hauri et al., 2013a;
Negrete-García et al., 2019), primarily due to the lack of long
and high-spatiotemporal-resolution observational records of
ocean carbonate chemistry variables.

OAXs are defined as either rare and unusually high (low)
in [H+] (pH, �A) events (Desmet et al., 2022; Gruber et al.,
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2021; Burger et al., 2020, 2022) or events when the [H+]
concentration (pH, �A) is above (below) a given absolute
threshold known to be harmful to certain marine organisms
(Hauri et al., 2013a). The rareness of events is usually de-
termined by requiring events to cross a “extreme” relative
threshold, often determined from a certain percentile (e.g.,
1st or 99th) of a cumulative frequency distribution (Senevi-
ratne et al., 2012; Gruber et al., 2021). The frequency distri-
bution itself is obtained by sampling the environmental con-
ditions over a certain baseline period (Oliver et al., 2021).
Irrespective of the choice of absolute or relative thresh-
olds to identify extremes, all studies conducted so far have
confirmed that OAXs have become already more frequent,
longer, and more intense since the preindustrial era and that
these trends will continue in the future (Burger et al., 2020;
Gruber et al., 2021; Hauri et al., 2013a). They have also
confirmed that the main driver of these changes is the in-
crease in atmospheric CO2 driving an increase in the surface
ocean concentration of anthropogenic CO2. For example, be-
tween the preindustrial period and recent decades, the num-
ber of surface extreme days for [H+] across the global sur-
face ocean was shown to increase from∼ 4 to∼ 300 d a year
for OAX defined using a relative threshold on a fixed prein-
dustrial baseline (Burger et al., 2020). A similar increase was
simulated at 200 m depth. While this global-scale increase
is very large, it was found to occur relatively smoothly in
time (Burger et al., 2020; Gruber et al., 2021). However, this
might not be the case at the regional scale, where variabil-
ity is larger. So far, limited emphasis has been given to such
potential spatial and temporal heterogeneities in the progres-
sion of OAX and the potential for abrupt changes. This is in
part a consequence of the fact that the global studies used
relatively coarse-resolution Earth system models, which do
not resolve mesoscale variability that has been shown to be
rather relevant for generating OAX (Desmet et al., 2022).

In fact, such abrupt changes in OAX have been detected
at the regional scale in the California and Humboldt cur-
rent systems (Hauri et al., 2013a; Franco et al., 2018) and
in the Southern Ocean (Hauri et al., 2015; Negrete-García
et al., 2019). These OAXs, defined in these studies as under-
saturation events where �A< 1, exhibit abrupt onsets, non-
linear increases, and sudden shoalings. For example, in the
nearshore bottom waters off California, Hauri et al. (2013a)
showed that while the median duration of such undersatu-
ration events increased only modestly up to the year 2000,
these events abruptly become near permanent in the ensu-
ing decades. Such abrupt increase may also occur for OAX
defined using relative thresholds, i.e., when the environmen-
tal conditions suddenly shift to conditions outside the previ-
ously established variability ranges. Such an abrupt increase
in OAX could have especially deleterious effects on marine
organisms since they are not only exposed to conditions that
are outside the variability that they are adapted to (Vargas
et al., 2017, 2022; Kroeker et al., 2020; Rivest et al., 2017;
Cornwall et al., 2020) but are also forced to transition to the

new conditions at a speed that likely exceeds their capacity
to adapt (Gruber et al., 2021).

The rate and potential abruptness of the increase in OAX
in response to the rise in atmospheric CO2 is likely to vary
between regions and depths owing to differences in the rate
of change in the underlying variables of the marine carbon-
ate system (Ma et al., 2023) and because of differences in
the magnitude and type of variability in these variables (Sut-
ton et al., 2019; Carter et al., 2019; Keller et al., 2014). Ow-
ing to the generally Gaussian-type distribution of environ-
mental conditions, the same shifts in the underlying distri-
bution impact extremes very differently in high-variability
versus low-variability regions. We generally expect that re-
gions characterized by large variability tend to experience
smaller increases in OAX than regions with low variabil-
ity. The same underlying concept is captured by the time
of emergence (ToE) concept, which is the time for the trend
in OA to exceed the background variability (Sutton et al.,
2019; Turk et al., 2019; Carter et al., 2019; Keller et al.,
2014). This means that after the ToE has passed, the change
is clearly detectable and the conditions are, on average, very
different from anything in the past. Thus, the ToE in open-
ocean sites that are characterized by low variability tend to
be much shorter than those in coastal sites, where variability
is high (Sutton et al., 2019; Turk et al., 2019; Carter et al.,
2019; Keller et al., 2014). This also means that we expect the
largest changes in OAX in the open-ocean regions character-
ized by low variability. For abruptness, the relationship with
variability is not so clear, since this metric strongly depends
on the details of the variability and of the nature of the un-
derlying change in the marine carbonate system variable of
interest. Still, low-variability regions might be more prone to
abrupt changes than those characterized by high variability.

Of particular relevance with respect to OAX is the north-
eastern Pacific, due to its vulnerability to OA. Waters natu-
rally low in pH and �A make up the upper 250 m depth, par-
ticularly inshore along the Alaskan, Canadian, and US west
coasts where the saturation horizon with regard to aragonite
is naturally shallow (Jiang et al., 2015; Byrne et al., 2010;
Feely and Chen, 1982; Feely et al., 2008). Besides, obser-
vation and model-based studies found rapid acidification in
those regions (Jiang et al., 2019; Gruber et al., 2012; Hauri
et al., 2013b; Turi et al., 2016), threatening important marine
ecosystems and their services since the region hosts highly
productive waters and important fisheries, including OA-
sensitive species (Mundy, 2005; Messié et al., 2009; Pauly
and Christensen, 1995; Bednaršek et al., 2014, 2017, 2020;
Long et al., 2016; Swiney et al., 2016; Williams et al., 2019).

Spatial patterns and regional drivers of OAX in the north-
eastern Pacific have been investigated recently in a regional
ocean model that explicitly resolves mesoscale variability
(Desmet et al., 2022). Within the upper 100 m, westward-
propagating mesoscale cyclonic eddies were found to drive
the largest and longest-tracked OAX, defined as combined
unusually low-pH �A space-time events, revealing the key
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role of mesoscale variability in OAX formation and suste-
nance. Hence, in the California Current System (CCS), as
well as hundreds of kilometers offshore, OAXs are shaped by
the extensive mesoscale activity of the CCS (Desmet et al.,
2022; Zhao et al., 2021; Chabert et al., 2021; Combes et al.,
2013; Nagai et al., 2015; Amos et al., 2019; Chenillat et al.,
2016). Near the US west coast, shallow and intense OAXs
emerge from seasonal upwelling, which confers high pH and
�A natural variability to the waters (Desmet et al., 2022;
Fassbender et al., 2011, 2018; Turi et al., 2014). Therefore,
leading drivers of OAX in the northeastern Pacific differ
across space, with different scales of variability predominat-
ing, likely to drive a spatially heterogeneous temporal pro-
gression of OAX in response to the rise in atmospheric CO2.

In the present study, we quantify the rate, the abruptness,
and the heterogeneity of the increase in OAX across the up-
per ocean of the northeastern Pacific. We thereby use a high-
resolution mesoscale-resolving oceanic model, focus on the
period from 1984 through 2019, and adopt a relative thresh-
old definition of the OAX on the basis of the [H+] concen-
tration. We also attribute which fraction of the change is due
to the rise in atmospheric CO2.

2 Methods

2.1 Simulations

This study is based on the UCLA-ETH version of the Re-
gional Oceanic Modeling System (ROMS) (Shchepetkin and
McWilliams, 2005) coupled to the biogeochemical ecosys-
tem model (BEC) (Frischknecht et al., 2018; Moore et al.,
2013). We use the same model configuration and forcing as
described by Desmet et al. (2022), and we refer the reader
to that study for further details. An important feature of
our model configuration is the telescopic grid that resolves
mesoscale features across a substantial fraction of the north-
eastern Pacific with highest grid refinement near the US west
coast pole of the grid (Fig. 1b). At the same time, the model
simulates the circulation of the entire Pacific, avoiding the
need to provide lateral boundary conditions except at a few
places in the Southern Ocean, i.e., more than 9000 km away
from the analysis domain.

We run two simulations with different carbon forcings.
The first one corresponds to the simulation used by Desmet
et al. (2022) and consists of a hindcast simulation (HCast)
from 1979 through 2019, where atmospheric pCO2 is pre-
scribed to increase according to observations (Landschützer
et al., 2020), and where the dissolved inorganic carbon (DIC)
concentration at the lateral southern open boundary of the
model is transient but does not include interannual variabil-
ity. Our HCast simulation uses slightly different initial con-
ditions than employed by Desmet et al. (2022) as a result
of a change in the forcing used for the model spinup. While
Desmet et al. (2022) used daily fields from the year 1979

as the forcing for the spinup, we use a normal-year forc-
ing (apart from atmospheric CO2, which is transient). The
normal-year forcing is created by adding daily anomalies of
the year 2001 to the climatological mean surface fields of
wind stress, shortwave and longwave radiation, and freshwa-
ter fluxes derived from ERA-5 (Hersbach et al., 2020; Coper-
nicus Climate Change Service (C3S), 2017). The second sim-
ulation is a control simulation (CCons), where we kept the
long-term mean atmospheric pCO2 and DIC concentration
at the lateral southern boundary at the 1979 levels by linearly
detrending them. This simulation was also run for the years
1979 through 2019. We discard the first 5 years and then use
daily mean outputs from 1984 to 2019 for both simulations
for our analysis of the extreme events. The hydrogen ion con-
centration ([H+], at the total scale) and the saturation state of
aragonite (�A) are computed offline using the MOCSY 2.0
routine as described in Desmet et al. (2022).

We divide the northeastern Pacific region (28–62◦ N, 105–
155◦W) into a total of four regions (Fig. 1a). Two are coastal
regions extending up to 300 km off the coast, namely the
CCS (28–46.5◦ N) and the Alaskan Coastal Region (ACR;
north of 46.5◦ N). The choice of 300 km reflects, on the one
hand, the average width of the nearshore band of high par-
ticulate organic carbon concentrations (Amos et al., 2019)
and, on the other hand, the boundary inshore of which the
majority of westward-propagating mesoscale eddies tend to
form (Nagai et al., 2015; Chenillat et al., 2016; Amos et al.,
2019). The other two regions are open-ocean regions, with
the first one denoted as the “offshore northeastern Pacific”
(ONP), impacted by mesoscale eddies that originate from the
nearshore regions and propagate all the way into this open-
ocean region. The second is the central northeastern Pacific
(CNP) that shows no evidence of this coastal imprint. We
delineate the ONP and CNP regions by computing the eddy
fronts at 100 and 200 m, respectively, and then taking the av-
erage of the two (see Sect. 2.4 below for further details).

2.2 Model evaluation

A thorough evaluation of the climatological distribution of
key physical and carbon variables simulated in the HCast was
provided by Desmet et al. (2022). This evaluation, as well as
that of the simulated daily surface variability, gave excellent
results, except for a tendency of the model to produce too
low pH and �A levels in the thermocline of the CCS. Al-
though our HCast simulation is not numerically equivalent
to the simulation employed by Desmet et al. (2022) owing
to the different initial conditions (cf. Sect. 2.1), they present
very similar evaluation results (not shown). Here we further
evaluate the surface OA trends in pH and �A of the model
against observations (Table 1).

We first evaluate regionally averaged surface pH trends in
the northern Pacific against trends derived from SOCATv2
data (Lauvset et al., 2015) (Table 1). For better compari-
son, we spatially average surface pH over the biomes used
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Figure 1. Map of the analysis domain, the selected subregions, and key properties of the diagnosed OAX. (a) Map of the northeastern Pacific
with the telescopic grid of the model plotted in grey for every 10th grid cell. The black contours delimit the four selected subregions, i.e.,
the two coastal regions inshore of 300 km, namely the Alaskan Coastal Region (ACR) and the California Current System (CCS), and the two
open-ocean regions, i.e., the offshore northeastern Pacific (ONP) and the central northeastern Pacific (CNP) regions. The domain of analysis
is denoted by the orange contour line. The annual maximum intensity of the simulated OAXs in year 2014 at 100 m depth is plotted on top.
White regions indicate that no OAX occurred in that year at this depth. (b) Map of the whole ROMS-BEC telescopic grid, plotted for every
20th grid cell. (c–e) Time series of [H+] intensity at 100 m depth at the three locations depicted by red points in (a), i.e., (c) PCNP in the
CNP region (31.66◦ N, 143.77◦W), (d) PONP in the ONP region (34.97◦ N, 133.07◦W), and (e) PCCS in the CCS (38.08◦ N, 123.32◦W).

in Lauvset et al. (2015) and then compute the linear trend
on the spatially averaged time series. The modeled surface
pH in the subtropical northern Pacific decreases by 0.015 per
decade from 1981 to 2011, which is within the range of the
observed trend of−0.016± 0.002 per decade (Lauvset et al.,
2015). The model’s trend of−0.016 pH unit per decade from
1991 to 2011 in the subpolar northern Pacific, although over-
estimated compared to observations, is also within the range
of the observed trend of−0.013± 0.005 per decade (Lauvset
et al., 2015).

We additionally evaluate our model-simulated pH and �A
surface trends against time series data collected at station
ALOHA (Bates et al., 2014), as well as against the line P
time series (Franco et al., 2021). All the simulated trends are
within the range of observed trends, except the pH trend at
station P26 (Table 1). The average modeled surface pH (�A)
trend across the five line P stations is −0.019 per decade
(−0.06 per decade) against −0.014 per decade (−0.05 per
decade) in Franco et al. (2021).

While the evaluation of subsurface pH and �A trends is
not yet possible given the lack of long-term time series obser-
vations, we evaluate the simulated subsurface trends in DIC
down to about 300 m depth against observations derived from
the line P time series (Appendix Fig. B2; Franco et al., 2021).
The simulated DIC trends (DIC is normalized to a salinity of
33 psu) in the subsurface of line P stations are in the range
of observed trends (Appendix Fig. B2). However, the model
tends to have larger trends than suggested by the observa-
tions. In intermediate waters (150–300 m depth), simulated
DIC trends are 2 % larger than the upper bound of observed
trends in open-ocean stations and 15 % larger in the coastal
station P4 (Appendix Fig. B2). We further discuss the impli-
cations of this discrepancy in Sect. 4.4.

Overall, although subsurface trends in DIC tend to be over-
estimated, our model simulates pH and �A surface trends
within the range of the trends that have been observed during
the last 4 decades, giving us confidence in the analysis of the
progression of acidity extreme events.
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Table 1. Linear trends in pH and �A (per decade) for the two northern Pacific biomes used in Lauvset et al. (2015) (subtropical and
subpolar) and six stations (line P stations and ALOHA; see Appendix Fig. B1). Given are the modeled and observed trends, together with
their 2 standard deviation credible intervals (95 % CrI).

Location Time period ROMS-BEC Observations References

pH unit per decade �A pH unit per decade pH unit per decade �A pH unit per decade

(i) Regional average
Subtropical northern Pacific 1981–2011 −0.0148± 0.0003 – −0.016± 0.002 – Lauvset et al. (2015)
Subpolar northern Pacific 1991–2011 −0.0161± 0.0008 – −0.013± 0.005 – Lauvset et al. (2015)

(ii) Stations
P4 1990–2019 −0.0166± 0.0007 −0.057± 0.005 −0.011± 0.014 −0.04± 0.06 Franco et al. (2021)
P12 Feb 1992–Jun 2019 −0.0204± 0.0006 −0.080± 0.006 −0.016± 0.006 −0.06± 0.04 Franco et al. (2021)
P16 May 1990–Mar 2018 −0.0200± 0.0006 −0.083± 0.007 −0.017± 0.008 −0.08± 0.04 Franco et al. (2021)
P20 1990–2019 −0.0180± 0.0005 −0.051± 0.005 −0.014± 0.006 −0.04± 0.04 Franco et al. (2021)
P26 1990–2019 −0.0180± 0.0005 −0.048± 0.005 −0.013± 0.004 −0.04± 0.02 Franco et al. (2021)
ALOHA 1988–2012 −0.0161± 0.0003 −0.090± 0.002 −0.016± 0.001 −0.084± 0.011 Bates et al. (2014)

2.3 Ocean acidity extremes (OAX)

We define ocean acidity extreme events (OAXs) as tempo-
rally connected grid cells, for which [H+] exceeds the 99th
percentile of temporally aggregated daily [H+] from 1984 to
2019 at a given location (similar to in Gruber et al., 2021). To
determine the 99th percentile threshold, we used the CCons
simulation where the long-term mean atmospheric CO2 was
kept at the 1979 levels. In other words, we used a fixed base-
line approach where the initial conditions of the late 1970s
were used as the reference period. This choice of a reference
period is somewhat arbitrary, but the late 1970s–early 1980s
represent for many oceanographic parameters the first period
for which we have global-scale observation-based estimates
(see, e.g., Ma et al., 2023). This temporally fixed threshold
was then used to detect OAXs in both the CCons and HCast
simulations. We focus our analysis on OAX occurring in the
upper 250 m of the water column.

We derive three local metrics, namely (i) yearly extreme
days (in d; number of days per year above the 99th percentile
of [H+]), (ii) annual mean event duration (in d; the average
number of consecutive days above the 99th percentile of sin-
gle events within a year) and (iii) annual maximum intensity
(in nmolL−1; maximum [H+] anomaly with respect to the
percentile threshold). These metrics are computed at three
depths, i.e., the surface layer in direct interaction with the
atmosphere and two subsurface layers, namely 100 m, cor-
responding to the transition from the euphotic zone to the
twilight zone, and 200 m, corresponding to the upper ther-
mocline. Note that while the truncation of extremes between
years alters the results for duration, it allows for the calcula-
tion of annual extreme-event characteristics. We additionally
derive an integrative metric, namely the annual mean volume
fraction of OAX (in %; the average fraction of the daily vol-
ume of grid cells with [H+] above the 99th percentile relative
to the total volume extending from 0 to 250 m depth), com-
puted separately for each of the four regions of the northeast-
ern Pacific depicted in Fig. 1a (ACR, CCS, ONP and CNP)
and three depth bins (0–50 m, 50–100 and 100–250 m). Ad-

ditionally, we compute in each of these regions the fraction
of the volume of the [H+] extremes that is undersaturated
with regard to aragonite (�A< 1) at the time of the extreme.
Within the OAX with undersaturated conditions, we further
identify those that are supersaturated (�A≥ 1) in the CCons
simulation. We refer to this last fraction as the fraction of
newly undersaturated OAXs.

2.4 Return periods, time of emergence (ToE), and eddy
front

We characterize the return periods of different [H+] inten-
sity levels using the generalized extreme value distribution
G (Coles, 2001):

G(z)= exp

[
−

(
1+ ξ

z−µ

σ

)− 1
ξ

]
, for 1+ ξ

z−µ

σ
> 0,

where µ, σ , and ξ are the location, scale, and shape param-
eters, respectively. We extract the annual maxima [H+] at
each grid cell and fit G to the annual maximum data for the
1984–1998 and 2005–2019 periods, respectively, using the
stats.genextreme function from SciPy. We then compute at
each location the return periods (in years) for 24 discrete re-
turn intensity levels ranging from 0.05 to 6 nmolL−1. We fo-
cus on return periods shorter than a century and set all longer
return periods to 200 years prior to computing the spatial
median and 40th and 60th percentile return periods within
the ACR, CCS, ONP, and CNP regions at the surface and at
100 and 200 m depth. The method is found to be robust to
the number of data points to which G is fitted, i.e., 15 data
points for each period in our study, given the small standard
deviation (1.4 years) of the return periods computed for the
CCons scenario on 15, 20, and 25 years (respectively 15, 20,
and 25 data points; Appendix Fig. B3).

We compute the time of emergence (ToE) as a measure of
the time it takes for the linear long-term trend signal to ex-
ceed the 99th percentile threshold used to detect OAX. We
first compute at each individual grid cell a linear regression
from the daily [H+] data from 1984 through 2019 from the
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Figure 2. Time series of the annual mean volume fraction characterized by [H+] extremes (OAX) for the four different regions of the
northeastern Pacific shown in Fig. 1a (rows) and three different depth sections (from left to right: 0–50, 50–100, and 100–250 m depth). Dark
and light colors depict the OAX volume fraction in the CCons and HCast scenario, respectively, with the difference between the two denoting
the contribution of the rise in atmospheric CO2 to the OAX volume fraction from the HCast scenario (COatm2 contribution, hatched area).
Note the different scales of the top two rows (0 %–50 %) and bottom two rows (0 %–100 %).

HCast scenario, assuming the trend signal to be linear over
this period. We then calculate the number of years after 1979
when this linear trend exceeds the 99th percentile threshold
computed from the CCons scenario daily data from 1984 to
2019. This is done at each location at the surface and at 100
and 200 m depths. We refer to as “near-permanent OAX”
when emergence has occurred, i.e., when the linear long-term
trend signal has exceeded the 99th percentile threshold used
to detect OAX.

At both 100 and 200 m depth we define an eddy front
based on the westward extent of detected eddy-driven OAXs
in Desmet et al. (2022). This eddy front measures the far-
thest distance from the coast at which eddy-induced variabil-
ity significantly alters the [H+] threshold (99th) value in our
simulation. Such alteration occurs when eddy-induced vari-
ability accounts for more than 1 % of the time period at a
given location, in which case the threshold depends on the
[H+] carried by mesoscale eddies rather than background
variations at that location (Appendix Fig. A1). Further off-
shore of this front, the threshold of the offshore regime is
not affected anymore by the mesoscale imprint of nearshore
conditions. Detailed methodology on the calculation of the
depth-dependent eddy front can be found in Appendix A.

3 Results

3.1 Progression of OAX in the northeastern Pacific

Between 1984 and 2019, the annual mean volume fraction
characterized by extreme [H+] conditions (OAX) in the up-
per 250 m increases manifold, yet spatially varied across the
northeastern Pacific (Fig. 2). In the upper 50 m, this volume
fraction increases from a few percent in the early 1980s to
around 40 % in the two coastal regions (Fig. 2a and d) and to
about 85 % in the open-ocean regions (Fig. 2g and j), repre-
senting a between 8- and 15-fold increase over the 36 years
of our simulation. In the 50–100 m depth range, the regional
differences are even larger. While the central northeastern Pa-
cific (CNP) approaches permanent extreme conditions (OAX
volume fraction > 95 % on average during the last 5 years),
the other regions experience a more modest increase (Fig. 2b,
e, h, and k). This strong regional difference persists in the
100–250 m depth range, with the CNP region experiencing
an increase to a volume fraction of OAX of more than 50 %,
while the volume fraction in the adjacent ONP open-ocean
region increases to only about 10 %, similar to the changes
seen in the two coastal regions (Fig. 2c, f, i, and l). Fur-
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Table 2. Fraction (in %) of the OAX volume that is characterized by undersaturated conditions with regard to aragonite averaged over
1984–2019 for the four different regions of the northeastern Pacific shown in Fig. 1a and for three different depth layers. Numbers in the
“�A newly < 1” column give the fraction of the OAX volume that is newly undersaturated with regard to aragonite. This is computed by
identifying the fraction of the OAX volume that is undersaturated in the HCast simulation but supersaturated in the CCons simulation where
atmospheric CO2 was kept at its 1979 value.

0–50 m 50–100 m 100–250 m

�A newly < 1 �A< 1 �A newly < 1 �A< 1 �A newly < 1 �A< 1

Alaskan Coastal Region (ACR) < 1 1 21 66 4 100
California Current System (CCS) < 1 2 10 81 1 100
Offshore northeastern Pacific (ONP) � 1 � 1 1 4 5 60
Central northeastern Pacific (CNP) 0 0 0 0 < 1 1

thermore, the temporal progression differs across regions.
The increase is mainly linear in the surface layer, while the
subsurface (i.e., below 50 m depth) experiences more abrupt
transitions and stronger year-to-year variability. Striking is
the step increase in OAX in the subsurface layers of the two
coastal regions around the year 1995 (Fig. 2b, c, e, and f).
This is also seen in the open-ocean regions (Fig. 2h and k).
The strongest year-to-year variability is found in the 100–
250 m range of the two coastal regions, with a near collapse
of the OAX volume fraction in the CCS and ACR in 2015,
concomitant with the strong 2014/16 El Niño (Fig. 2c and f).

Many of the OAX below the top 50 m, and especially those
in the coastal regions, are also characterized by undersatu-
rated (corrosive) conditions with regard to the CaCO3 min-
eral aragonite, i.e., have �A< 1 (Table 2). This joint stress
from extremely low pH and corrosive conditions is expected
to be particularly harmful for ocean organisms that form
shells out of aragonite such as pteropods (Bednaršek et al.,
2014; Feely et al., 2018). While such corrosive conditions in
OAX are rare in the upper 50 m of the ocean, between 66 %
and 100 % of the OAX events are corrosive below 50 m in the
two coastal regions. Also in the ONP below 100 m, the ma-
jority (60 %) of the OAX have such corrosive conditions (Ta-
ble 2). While the majority of these events would have been
corrosive even in the absence of any increase in atmospheric
CO2 in the 100 to 250 m depth layer, about an eighth (CCS)
to a third (ACR) of the corrosive OAX between 50 and 100 m
depth in the two coastal regions has become corrosive over
the course of the 41 years of our simulation (Table 2). There,
10 % and 21 %, respectively, of the volume of OAX has be-
come undersaturated, while these waters would have stayed
supersaturated without the increase in atmospheric CO2. In
contrast to the subsurface waters in the ACR, CCS, and ONP
regions, the OAX in the subsurface waters of the CNP remain
supersaturated.

These differences in corrosiveness of the OAX reflect the
distribution of the climatological saturation horizon (depth
level where�A= 1) and how this horizon shoals in response
to the invasion of anthropogenic CO2. With the atmospheric
CO2 kept at the 1979 level, this horizon sits below 300 m in

the CNP and ONP regions but shoals to less than 60 m in the
nearshore coastal regions. Still, the saturation horizon sits be-
low 100 m in more than 80 % of the coastal areas (Appendix
Fig. B4). With the increase in atmospheric CO2, this horizon
shoals by 45 m on average in coastal areas, bringing the satu-
ration horizon into the top 100 m, leading to many additional
corrosive OAX.

3.2 Role of rise in atmospheric CO2

The strong increase in the OAX with time is almost entirely
attributable to the increase in atmospheric CO2 (COatm

2 con-
tribution in Fig. 2). If atmospheric CO2 was held at the 1979
levels, the volume of OAX would have exhibited no signif-
icant trend (dark-colored areas) but only would have fluctu-
ated from year-to-year at a level of a few percent in all re-
gions and depth layers. Concretely, depending on the depth
layer and region, the fraction of the volume occupied by
OAXs in the last 15 years of the hindcast is 4- to 160-fold
larger than in the CCons simulation, where atmospheric CO2
did not increase (Fig. 2).

In order to assess the impact of the rise in atmospheric CO2
in more detail and to also diagnose its impact on the duration
and the annual maximum intensity of the OAX, we analyze
these metrics as a function of atmospheric CO2 rather than
as a function of time (Fig. 3). This permits us to scale the
various metrics as a function of the main driver of change.
We thereby combine the two coastal and two open-ocean re-
gions.

On average across the entire northeastern Pacific, OAXs
occupy an additional 6.3 % of the upper 250 m depth, last
10.2 d longer, and are 0.16 nmolL−1 (≈−0.006 pH units)
more intense for every additional 10 µatm of CO2 in the at-
mosphere. Near the surface, the increase in OAX volume
fraction linearly follows the atmospheric CO2 rise in both
coastal and open-ocean regions (r2 > 0.96), with a rate of
change in the open-ocean regions that is twice as large as
that in the coastal regions, i.e., 1.3 % versus 0.6 % µatm−1

(Fig. 3a and d). The increase rate decreases substantially be-
low 50 m in the coastal regions (Fig. 3a) and below 100 m
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Figure 3. OAX characteristics as a function of atmospheric CO2 between 1984 and 2019 in the (a–c) two coastal and (d–f) two open-ocean
regions of the northeastern Pacific analysis domain. (a, d) Annual mean OAX volume fraction in three different depth layers (0–50, 50–100,
and 100–250 m depth). (b, e) Annual mean event duration (d) and (c, f) annual maximum intensity (nmolL−1) at surface (cyan), 100 m (dark
blue), and 200 m (black) depth. In all panels, the simulated OAX characteristics are plotted against the yearly averaged atmospheric pCO2
over the northeastern Pacific domain. Corresponding years are indicated at the top. Linear regressions (r2 > 0.7) are plotted in each panel,
and the associated rates of increase (µatm−1) are given.

depth in the open-ocean regions (Fig. 3d). Between 50 and
100 m depth, the offshore OAX volume fraction abruptly in-
creases at about 355 µatm, corresponding to the early step
increase in Fig. 2h and k.

Similar near-linear relationships with the rise in atmo-
spheric CO2 are found for the annual mean duration (Fig. 3b
and e) and for the annual maximum intensity of the OAX
(Fig. 3c and f). In the coastal regions, the duration increases
twice as fast at the surface as in the subsurface (0.59 and
0.21 dµatm−1, respectively; Fig. 3b). While the annual mean
duration of OAX at the surface is ∼ 7 d under atmospheric
CO2 levels of 1984–1998 (∼ 351 µatm), it is nearly 4 times
longer, i.e., about 30 d under atmospheric pCO2 levels of
2005–2019 (∼ 390 µatm). At depth, the lower rate of increase
leads to durations toward the end of the simulations of around
10 d (Fig. 3b).

In the open-ocean regions, the durations of the OAX are
much longer than in the coastal regions and also increase
faster (Fig. 3e). At the surface, the rate of increase is 3 times
larger than in the coastal regions (∼ 1.58 dµatm−1), increas-
ing the duration of an [H+] extreme from ∼ 16 d in the first
15 years of the hindcast to more than 75 d in the last 15 years.
The rate of increase in the open-ocean regions is largest at
100 m, being about 50 % larger than that at the surface and
more than twice as large as at 200 m.

The annual maximum intensity of OAX also increases
with increasing atmospheric CO2 throughout the northeast-
ern Pacific, but in contrast to the other metrics there are fewer
differences between regions and between different depths

(Fig. 3c and f). In the coastal regions, the maximum inten-
sity doubles at the surface between 1984–1998 and 2005–
2019, increasing from values around 0.5 nmolL−1 to more
than 1 nmolL−1. This equates to an oceanic pH change of
about −0.022. Down to 100 m depth in coastal regions and
in the surface of open-ocean regions, the intensities increase
at nearly the same rate as those simulated at the surface
of coastal regions. At 200 m depth and in the subsurface
of open ocean regions, however, the increase is about 35 %
slower, while the annual maximum intensities also remain
lower (around 0.1 to 0.3 nmolL−1 in the 1980s, increasing
to values between 0.5 and 1 nmolL−1 in the 2005–2019 pe-
riod).

By contrasting the above results (Fig. 3; HCast simula-
tion) with those from the CCons simulation, we can attribute
the trends in the annual mean duration and annual maximum
intensity to the rise in atmospheric CO2. This comparison
shows that, as was the case for the volume of OAX, the in-
creases in duration and maximum intensity are almost ex-
clusively driven by the increase in atmospheric CO2 (not
shown).

3.3 Heterogeneous distribution of OAX intensities

The highly spatially aggregated data in Fig. 3c and f hide
the existence of substantial spatial differences in the distribu-
tion of the annual maximum intensities, especially at depth
(Fig. 4). While the annual maximum intensities and their
changes with time tend to be spatially relatively uniform at
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Figure 4. Maps of the average annual maximum intensity of [H+] extremes for (a, d, and g) the period 1984–1998, (b, e, and h) 2005–2019,
and (c, f, and i) the difference between the two periods. (a–c) Average conditions and difference for the surface layer. (d–f) The same as (a–c)
but for a depth of 100 m. (g–i) The same as (a-c) but for a depth of 200 m. For the average, only years with extremes are taken into account.
White areas depict areas that did not experience any extremes over the respective decade. The dashed black lines depict the front formed by
the maximum extent of the westward-propagating eddies at 100 and 200 m.

the surface, these intensities and changes are spatially very
heterogeneous at depth. Particularly striking is the presence
of a front at about 1500 km from the west coast of the Amer-
icas, separating waters with very high maximum intensities
of OAX to the east from waters with relatively low maximum
intensities to the west. In fact, some of the highest maxi-
mum intensities are found just to the east of this front. As
shown by Desmet et al. (2022), this pattern of OAX intensi-
ties is the consequence of what they called “large, long, and
propagating” (LLP) OAX. These LLP OAX events originate
near the coast of the Americas and then propagate for months
and years westward. They harbor rather intense extremes as

a consequence of encapsulating low pH and low �A waters
during their formations near the coast by isolating the ex-
treme conditions within them owing to their rotation and by
partially enhancing these OAX conditions throughout their
lifetime by enhanced export production and remineralization
at depth, increasing [H+].

In our model simulations, these LLP OAXs dissipate at
this intensity front, causing a very rapid drop-off of the max-
imum intensity to the west of it. This drop-off is located a few
hundred kilometers closer to the shore at 100 m depth com-
pared to the situation at 200 m depth. The presence of this
front was the reason for separating the open-ocean region
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into two subregions, i.e., the ONP and CNP (see Sect. 2.4
and Appendix A, where we used the average position of the
front at 100 and 200 m to delineate these two regions). In the
open-ocean regions east of this front, i.e., in the ONP, the
map reveals a highly patchy distribution of high maximum
intensities, reflecting the pathways of the episodic high LLP
events. Inside these LLP, the annual intensities can reach val-
ues of well above 5 nmolL−1. In contrast, the annual maxi-
mum intensities to the west of this front are generally less
than 1 nmolL−1. The pattern of the increase in the maximum
intensities follows the spatial distribution of average annual
maximum intensity seen in both 15 years periods (contrast
panels Fig. 4f and i with panels Fig. 4d, e and g, h, respec-
tively, in Fig. 4), with increases in many places of up to
3 nmolL−1. This implies that the lines for the open-ocean re-
gions in Fig. 3f represent an average of two subregions with
distinctly different OAX intensities and changes thereof.

3.4 Change in return intensity

The rapid increase in intensity of [H+] extremes causes be-
tween the first and last 15 years of the hindcast a substan-
tial increase in the [H+] intensity associated with a given re-
turn period (Fig. 5). Intensity levels that were rare to unlikely
from 1984 to 1998 have become frequent in the last 15 years.
For instance, an intensity of 1 nmolL−1 (∼−0.020 pH unit)
was rare at 100 m depth in the CCS (one in 13.3 years event)
but occurs every second year in the last 15 years (one in
1.7 years event; Fig. 5b). Similarly, at 100 m depth in the
CNP, such an intensity occurs once in a 100 years based on
the data of the first 15 years. Then, 20 years later between
2005 and 2019, such an event is estimated to occur every
second year (one in 2.2 years event; Fig. 5e). Changes in the
return period of high intensities are also large. An intensity of
4 nmolL−1 (∼−0.087 pH unit) would not occur in 100 years
at 100 m depth based on the data of the first 15 years while it
represents an event that happens every 1 in 19.2 (27.1) years
in the CCS (ONP) in the last 15 years (Fig. 5b and e).

As with the other metrics, the return intensities and the
magnitude of their change vary spatially and with depth. At
the surface, the changes in the return intensity tend to be
smaller than in the subsurface and similar between regions
to what they are for the intensity itself (Figs. 4c and 5a, d).
The largest changes in return intensity occur at 100 m depth,
in particular in inshore areas and in the ONP region where
the 1-in-10-years return intensity increases by 2.07 nmolL−1

(∼−0.048 pH unit) on average (from 0.63 to 2.71 nmolL−1;
Fig. 5b and e). Finally, some regions exhibit substantial spa-
tial variability in the return periods associated with given re-
turn intensity (Fig. 5). The largest spatial variability is found
at 100 m depth in the ONP region, matching the strong vari-
ance of OAX maximum intensity in this region (Figs. 4d, e
and 5e).

Overall, the rate of change in OAXs and their character-
istics in response to the increase in atmospheric CO2 varies

in space and depth (Figs. 2–5). While the surface response
is rather linear in time and homogeneous in space, the sub-
surface response is more variable and depends on the marine
environment being an inshore or offshore regime or an in-
termediate offshore regime with substantial coastal imprint
from mesoscale eddies.

3.5 Rapid versus delayed emergence of near
permanent OAX

While the volume of OAX already revealed some substan-
tial nonlinear response to the rise in atmospheric CO2 with
abrupt onsets and rapid expansions (Fig. 2), the last metric
of interest, i.e., the number of extreme days per year, shows
the most striking pattern of abruptness (Fig. 6). The increase
in yearly extreme days between the first and last 15 years of
the hindcast shows sharp spatial transitions at all depths but
distributed heterogeneously in space with large differences
in the magnitude of the increase. The increases in the num-
ber of extremes days reach up to more than 200 d, leading to
almost year-round OAXs towards the end of the hindcast in
some locations (Fig. 6f).

The strongest step increases in the yearly number of ex-
treme days occur in the subsurface of the CNP (Fig. 6d–f).
In only 2 years (between 2004 and 2006), the yearly num-
ber of extreme days at 200 m at point PCNP jumps from ∼ 30
to more than 300 d (Fig. 6f). Similarly, at 100 m depth, the
yearly number of extreme days jumps from ∼ 30 to 150 d
in 1 year (1994–1995) and to more than 300 d 6 years later
(2001). These local step responses are also seen in the OAX
volume fraction of the 50–100 m depth layer of the CNP
(Fig. 2k), although the step response tends to be masked by
the aggregation that occurs when the volume fraction is com-
puted. In contrast, no such step response occurs during our
analysis period in the subsurface central CCS and∼ 1000 km
offshore (PCCS and PONP), where only a small increase in
yearly extreme days is seen (Fig. 6). OAXs remain episodic
even towards the end of the hindcast under elevated atmo-
spheric CO2 levels (Fig. 6d and e). At the surface, a large
increase in yearly extreme days is found in most areas except
the coastal central CCS (Fig. 6a). Overall, the area experi-
encing large increases shrinks with depth. In the subsurface,
the sharp spatial transition in the response coincides with the
front in annual maximum intensity and its change (Fig. 4d–i)
described in Sect. 3.1, as well as with the westward extent of
eddy-driven OAXs, i.e., the eddy propagation front (dashed
black lines in Figs. 4 and 6).

The spatial pattern of the large versus small increase
in yearly extreme days is well reflected in the spatial
distribution of the ToE (Fig. 7). The area experiencing
near-permanent OAX before the end of the hindcast (ToE
≤ 41 years) decreases with depth. At the surface, 88 % of
the northeastern Pacific experiences near-permanent OAX in
2019 (Fig. 7a). Only the CCS and ACR have a stronger sur-
face [H+] variability than surface [H+] trend under increas-
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Figure 5. Return intensity (in nmolL−1) as a function of the return period (in years) for the HCast scenario at (a) surface, (b) 100 m,
and (c) 200 m depth in the (a–c) ACR and CCS and (d–f) ONP and CNP regions for two different time periods, respectively, 1984–1998
(dashed–dotted) and 2005–2019 (solid). The line represents the median and the shading the 40th–60th percentile interval based on the spatial
variability within each region.

ing atmospheric CO2 within the time frame of the hindcast.
In the subsurface, however, only 40 % and 15 % of the north-
eastern Pacific at 100 and 200 m depth, respectively, experi-
ences near permanent OAX in 2019 (Fig. 7b and c). At both
100 and 200 m depth, ToE less than∼ 40 years is confined to
the offshore regions that do not have an imprint from coastal
variability, i.e., in the CNP west of the eddy front. At PCNP,
the ToE is as short as 18 years at 100 m depth, matching the
early step response in yearly extreme days seen at that loca-
tion (Fig. 6f).

4 Discussion

4.1 OAX increase in response to the rise in
atmospheric CO2

The increasing rates of the yearly number of extreme days
and duration and intensity of OAX with respect to increasing
atmospheric pCO2 found in our study are in the same order
of magnitude as the ones estimated in previous OAX stud-
ies in the global ocean over the historical period 1861–2005
(Burger et al., 2020; Gruber et al., 2021). The similarity in
the rates of increase despite the different time frames of the
two compared periods (145 versus 36 years) underlines the
key role of atmospheric pCO2 in OAX increase over time.
Despite different models used and associated distinct reso-

lutions, the surface increase rates in number of OAX days
are similar between our study (3.7 dµatm−1) and the study
by Burger et al. (2020) (cf. Fig. 4a in their study). In the
subsurface, however, the increase rate in number of extreme
days and OAX duration largely differs between the two stud-
ies. The increase in number of extreme days at 200 m depth
is almost 3 times slower in our study than in Burger et al.
(2020) (cf. Fig. A1e of their study), and a similar difference
is found for OAXs duration (cf. Fig. A1c and d in Burger
et al., 2020). In subsurface waters, where mesoscale pro-
cesses, such as eddies, largely contribute to broaden the dis-
tribution of [H+] (Appendix Fig. B6e and f), differences in
OAX increase rate are more dependent on the model resolu-
tion than at the surface. In our high-resolution eddy-resolving
study, broader distributions lead to thresholds more distinct
from the mean than in the coarser-resolution models that do
not resolve mesoscale processes. This likely led to the slower
but more realistic subsurface increase in number of OAX
days and OAX duration in our study with respect to increas-
ing atmospheric pCO2.

Emphasizing the rapidity of the changes in OAX is the
drastic reduction in the return period of high intensities be-
tween the 1984–1998 and 2005–2019 periods. In less than
40 years, extremely rare (� 100 years) high intensities be-
come a one in less than 30 years event. Similarly, a strong
reduction in the return periods of intense marine heat waves

https://doi.org/10.5194/bg-20-5151-2023 Biogeosciences, 20, 5151–5175, 2023



5162 F. Desmet et al.: Ocean acidity extremes

Figure 6. Spatiotemporal progression of the yearly [H+] extreme days in the northeastern Pacific. (a) Map of the difference in yearly [H+]
extreme days between 2005–2019 and 1984–1998 in the HCast simulation at the surface. (b) The same as (a) but for 100 m depth. (c) The
same as (a) but for 200 m depth. The three blue disks with white contours in each map denote the locations for the time series in panels (d–f),
reflecting a location in the nearshore CCS (d), a location in the ONP region (e), and a location in the CNP region (f). The dashed black lines
in (b, c) denote the location of the westward eddy propagation front.

Figure 7. Maps of the time of emergence (ToE) of the yearly mean [H+] (long-term trend in [H+]) above the local [H+] threshold at (a) the
surface, (b) 100 m depth, and (c) 200 m depth in the HCast simulation. White areas denote regions where the long-term trend does not exceed
the threshold at the end of 2019 (i.e., ToE> 41 years). The three blue disks with white contours in each map denote the locations where the
time series in Figs. 1 and 6 were extracted. The dashed black lines denote the westward eddy propagation fronts.

is projected under global warming (Laufkötter et al., 2020).
The rapidity of the change is further corroborated by the near
permanency of OAXs that is reached in a large fraction of the
upper 250 m of the northeastern Pacific within the time frame
of our hindcast. The near permanency of extreme conditions
has also been projected to occur between 2030 and 2050 for
aragonite undersaturation events (absolute threshold) at the
seafloor of the 10 km coastal CCS (Hauri et al., 2013a). From
a mean duration of 16 d in 2010, those events are projected
to reach near permanency in less than 40 years (Hauri et al.,
2013a). In our study, however, OAXs, defined based on a rel-
ative threshold, do not reach near permanency in the CCS
given the strong natural variability of the region. This high-
lights the very different perspectives of using absolute versus
relative thresholds to define extreme events.

When using a relative threshold and a fixed baseline to de-
fine OAX, the ratio of the long-term trend to local variabil-
ity is key in determining the increase in OAX. Thus tempo-
ral changes in the variability can have a substantial influence

on the evolution of the OAX. Such an increase in variability
is actually expected as a consequence of ocean acidification
(see also Burger et al., 2020), driven by the increase in the hy-
drogen ion concentration and a higher sensitivity to change.
The variability can also change as a consequence of changes
in weather and climate. In our simulations, the variability of
[H+] increases in all surface regions and in the subsurface of
the CCS, ONP, and CNP regions (Appendix Fig. B5). How-
ever, these increases in variability tend to contribute com-
paratively little to the overall increases in the OAX. We can
estimate this contribution most easily in the regions where
the [H+] distributions are Gaussian (e.g., at 100 m depth of
PCCS). There, the increase in variability increases the number
of OAX days by a factor of 1.3, which is an order of magni-
tude smaller than the impact of the change in the mean state,
as this leads to a 14-fold increase. Similarly, the maximum
OAX intensity would increase by only 2 % from the change
in variability versus the intensity increasing by 82 % from the
change in mean state.
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4.2 Spatial heterogeneity in OAX increase

Although rapid, changes in OAX are spatially heterogeneous
in the northeastern Pacific. While OA trends are of similar
magnitude between the studied regions and depths, differ-
ences in types and magnitudes of the marine environment’s
natural variability lead to varying increases in OAX (Fig. 8).
The relatively slow and progressive increase in OAX in the
nearshore central CCS can be explained by the strong natu-
ral variability of the region. The amplitude of surface [H+]
variability is about 6 times larger than the magnitude of the
OA trends from 1984 to 2019 (Appendix Fig. B6a). The
same variability versus trend pattern and subsequent OAX
response holds for the subsurface. While it is beyond the
scope of this work to assess the mechanisms driving the
strong year-to-year variability in OAXs in the coastal re-
gions (Sect. 3.1), this variability largely correlates with the
El Niño–Southern Oscillation, particularly impacting OAX
in coastal regions of the northeastern Pacific, as shown in
Desmet (2022). In contrast to the nearshore CCS,∼ 1000 km
further offshore and in the CNP region, the amplitude of sur-
face [H+] variability is closer to the magnitude of OA trends
(ratio of 1.14 at PONP and 1.17 at PCNP), leading to the strong
and rapid increase in OAX. The more similar amplitudes of
variability and trends in these regions is due to a 5 times
smaller surface variability compared to the nearshore CCS
(Appendix Fig. B6a–c). Consistent with the even larger and
faster increase in yearly OAX days found in the subsurface
CNP is the even lower variability over trend ratios in the
subsurface CNP (Fig. B6f and i). In the subsurface waters
off central CCS (ONP region), however, we found a much
weaker increase in OAX. While the amplitude of the variabil-
ity within the inter-decile range is small and comparable to
the one of the subsurface CNP, high [H+] signals are episodi-
cally reached (Appendix Fig. B6e). These short and episodic
high [H+] signals have an amplitude above the upper bound
of the inter-decile range 7.9 (3) times larger than the ampli-
tude of the inter-decile range itself at 100 m (200 m) depth,
leading to a highly right skewed natural variability distribu-
tion (Appendix Fig. B6e). This skewness delays the emer-
gence of OA trend over the threshold (e.g., Fig. 8c), which
explains the weaker increase in OAX (Figs. 2h, i and 6e).

In addition to the spatial heterogeneity in the magnitude of
OAX increase, the abruptness of the change also varies spa-
tially, with the strongest step increase in OAX occurring in
the subsurface CNP (Sect. 3.5, Fig. 6f). In light of the relative
threshold used in this study, such nonlinearities imply that
marine organisms may suddenly experience much more of-
ten conditions at the edge or outside the local environmental
conditions to which they tend to be adapted to, with potential
deleterious effects on their fitness (Vargas et al., 2017, 2022;
Kroeker et al., 2020; Rivest et al., 2017; Cornwall et al.,
2020). While the large increase in OAX in low variability
regions, such as the subsurface CNP, results from the rapid
exceedance of the variability by OA trends (e.g., Fig. 8b),

the nonlinearities (step increases) found in those same re-
gions (Sect. 3.5, Fig. 6f) may result from the concurrent ef-
fect of OA trends and synergistic low frequency (decadal to
multi-decadal) climate variability, as illustrated in Fig. 8b.
Indeed, the occurrence and intensity of OAXs in the CCons
simulation correlate with decadal climatic modes such as the
North Pacific Gyre Oscillation (Desmet, 2022). Therefore,
low-frequency climate variability is likely to modulate, i.e.,
mitigate or amplify in turn, the imprint of OA trends on OAX.
In low natural variability regions, the interaction between OA
trends and climate variability may be the cause of a sudden
widespread crossing of the threshold, when both act in the
same direction at the time when the mean state approaches
the threshold (Fig. 8b). The timing of the step increases in
OAXs in our study may therefore relate to the atmospheric
forcing and would probably vary if we were to run a coupled
model, which would have its own decadal and year-to-year
variability.

Differences in the natural variability of the ocean carbon-
ate chemistry are also reflected in the regionally different
ToEs. We find shorter ToE in the surface subtropical olig-
otrophic gyre (∼ 16 years), a longer ToE in the surface off-
shore subarctic region (∼ 25 years), and an even longer ToE
in surface coastal areas, both along the Alaskan and the US
west coasts (∼ 30–32 years to no emergence yet in 2019).
The ordering of these results is consistent with results from
observations with the station ALOHA in the subtropical olig-
otrophic gyre having the shortest ToE in the northeastern Pa-
cific (9 years), closely followed by station Papa in the off-
shore subarctic (10 years), and then by coastal sites (12–
23 years) (Sutton et al., 2019). The ToEs found in our study
are about 1.5 to 2.5 times larger than those found in Sut-
ton et al. (2019). This is also true when comparing to pCO2
and pH ToE found in Keller et al. (2014). However, these
differences are consistent with the differences in definitions,
with our detection threshold being more restrictive than in
Keller et al. (2014), and with the absence of seasonal vari-
ability in the background monthly variability used by Sutton
et al. (2019), as well as the absence of intra-annual variability
in Keller et al. (2014).

As pointed out with regard to the emergence of OA trends
in Sutton et al. (2019), our study underlines the importance of
the natural variability of the ocean carbonate chemistry with
respect to the response of OAX to anthropogenic changes.
Our results based on a high spatiotemporal resolution model
show that the emergence of near-permanent OAXs is sub-
stantially delayed in coastal regions, as well as quite far off-
shore at depth in regions that see the mesoscale imprint of
nearshore conditions (cf. white areas in Fig. 7).

4.3 Delayed emergence of near-permanent subsurface
OAX by mesoscale cyclonic eddies

In the subsurface of the ONP region, the shape of OAX
(Fig. 1a) and the spatial pattern of annual maximum intensity
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Figure 8. Schematic of three different [H+] variability regimes (a–c) that lead to three different responses with regard to OAX under the same
long-term increase in [H+] from the rise in atmospheric CO2. The top row shows illustrative 36-year daily time series and their respective
99th percentile threshold computed on the linearly detrended time series. The middle row shows associated probability density functions of
the first (solid lines) and last (dashed lines) decades with the same threshold as above (red). The bottom row shows associated annual mean
event duration (in days). The red-filled area depicts the difference in annual mean event duration between the time series with and without
the long-term trend, i.e., illustrating the contribution of atmospheric CO2 rise to the temporal change in annual mean event duration. Note
the different scale in the left plot. A low-frequency modulation, representing decadal climate variability, is included in all three signals.

(Fig. 4d–i) relate to mesoscale eddy tracks (Sect. 3.3). The
distinctive pattern of subsurface maximum intensity does not
appear in the analyses of Burger et al. (2020) (cf. Fig. 7d
in their paper). We also do not expect it to appear since the
resolution of their model is much coarser (horizontal resolu-
tion of ∼ 80 km), preventing it from resolving the mesoscale
processes that we identify as shaping these spatial hetero-
geneities in subsurface OAX maximum intensity. This is con-
sistent with previous findings based on a Lagrangian perspec-
tive that found mesoscale cyclonic eddies to be important
drivers of OAX in the subsurface of the northeastern Pacific
(Desmet et al., 2022). Moreover, the sharp spatial boundaries
between short (∼ 22 years on average) and long (∼ 32 years
on average) ToE in the subsurface, and the corresponding
boundaries between large (+248 d on average) and small
(+36 d on average) increases in yearly extreme days and an-
nual mean event duration from 1984 to 2019, correspond
well to the westward extent of cyclonic eddy-driven OAXs in
the northeastern Pacific (Appendix A, Figs. 6b, c and 7b, c).
This result suggests that mesoscale cyclonic eddies substan-
tially enhance the amplitude of the background variability at
depth in the open ocean, and, as a result, lead to large thresh-
old values relative to the mean of local [H+] distributions
(Appendix Figs. B6e and A1). This eddy-induced variability
substantially delays the ToE of OAX and reduces the increase
in yearly extreme days and event duration in comparison to
open-ocean regions experiencing weak mesoscale activity.
This is consistent with our subsurface rates of increase in
the number of extreme days and OAX duration being lower
than in previous global ocean studies that are based on global

Earth system models that do not fully resolve mesoscale vari-
ability (Sect. 4.1).

The cyclonic eddy-driven OAX westward propagation
front defined in our study resonates well with previous find-
ings on the offshore imprint of nearshore waters from cy-
clonic eddies (Zhao et al., 2021; Chabert et al., 2021; Amos
et al., 2019; Chenillat et al., 2016; Nagai et al., 2015). They
show that cyclonic eddies maintain locally elevated nutri-
ent concentrations, productivity, and organic matter in the
offshore regions more than 1000 km away from the CCS
coast. Subsurface coherent eddies originating from the east-
ern boundary poleward undercurrents (“Puddies”) have been
shown to contribute to low-oxygen extreme events and to
reach thousands of kilometers offshore in the subsurface
(Frenger et al., 2018). These Puddies have their core between
100 and 700 m depth, matching the absence of eddy front sig-
nal in surface OAX and its presence at 100 and 200 m depth.
Furthermore, the depth dependency of our eddy front is con-
sistent with Puddies sliding along isopycnals and subducting
from the nearshore formation regions into the gyre interiors
(Frenger et al., 2018). Finally, the presence of such an eddy
front is consistent with mesoscale eddies decaying after a cer-
tain distance from the coast (Frenger et al., 2018; Chenillat
et al., 2016). However, the exact location of this front may
be altered by the non-uniform spatial resolution of the tele-
scopic grid, potentially accelerating the decay of mesoscale
eddies in our model as the resolution coarsens.
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4.4 Limitations and caveats

As the science of ocean acidity extreme events is only in its
early stage, there is no consensus yet on the definition of
OAX. In this study we use a common Eulerian event-based
framework on a single carbonate variable criterion. Several
other definitions have been used in previous works, such as in
Desmet et al. (2022), where a Lagrangian approach in three
dimensions on a dual variable criterion (pH-�A) was taken to
define extremes. We expect the Lagrangian pH-�A extreme
events to have similar temporal responses to the increase in
atmospheric pCO2 to the ones found in this study. Yet, a few
differences might ensue from the dual variable criterion and
the Lagrangian framework. The former may lead to a differ-
ent temporal response of OAX in the surface of the ONP and
CNP regions, with an abrupt increase in contrast with the lin-
ear increase found in our study. Indeed, in these surface off-
shore areas, where pH and �A are seasonally out of phase,
pH-�A extremes will likely occur only once both variables
start to be below the lower bound of their variability in the
reference period regardless of the season (Xue et al., 2021;
Kwiatkowski and Orr, 2018; Desmet et al., 2022). As regards
the Lagrangian framework, since we find near-permanent ex-
treme conditions in a large fraction of the upper 250 m of
the northeastern Pacific, one can expect a single large La-
grangian OAX to form towards the end of the analysis pe-
riod, with a mean volume close to the entire volume of the
upper 250 m of the northeastern Pacific. This may limit the
relevance of the Lagrangian definition of OAX when using
fixed baselines on reference periods with past atmospheric
pCO2 levels such as preindustrial levels or even levels of
a few decades earlier, as in this study, due to the rapid OA
trend.

The use of relative thresholds on fixed baselines to define
OAX requires the model to accurately capture OA trends
since the ratio of the long-term trend to local variability is
key in determining the increase in OAX in that case. Giv-
ing us confidence in our results are the well-captured pH
and �A surface trends over the last 4 decades in our model.
Yet, in the subsurface, simulated dissolved inorganic car-
bon trends tend to be higher than suggested by observa-
tions, even though substantial uncertainties associated with
the observation-derived trends exist (Franco et al., 2021). If
this model subsurface bias holds up to further scrutiny and
for other carbonate variables such as [H+], it would im-
ply a slower increase in subsurface OAX than simulated.
Yet, our conclusions about the large spatial heterogeneity
in the progression of OAX and the abruptness of the onset
of the OAX in the far-offshore regions would remain un-
changed. An alternative to fixed baselines is the use of shift-
ing baseline periods that accounts for changes in the mean
state of the marine carbonate system variable of interest over
the period for which extremes are analyzed (Burger et al.,
2020). In that case, the threshold varies in time, following
OA trends. Changes in OAX defined on shifting baselines

are therefore not well captured by the ToE concept. What
drives their change is instead a modification of the short-
term variability, i.e., in the nature of the underlying distri-
bution, of the marine carbonate system variable of interest.
This leads to larger disparities in the changes in OAX de-
fined with respect to different carbonate variables than when
using fixed baselines (Burger et al., 2020). At the global
scale, [H+] extremes defined on shifting baselines exhibit
large increases in their volume, duration, and intensity in the
upper 200 m depth, whereas �A extremes follow a decreas-
ing pathway. In our study, a change from fixed to shifting
baseline would result in a slower progression of [H+] ex-
tremes over the course of the analysis period. However, spa-
tially heterogeneous increases in OAX are still expected to
be found given the expected different changes in the short-
term variability of the carbonate variables between regions
and depths stemming from the many processes in play – e.g.,
long-term changes in upwelling, eddy activity, buffer factor,
or temperature – and their varying relationship with the dif-
ferent carbonate variables. The ecological relevance of using
a fixed versus shifting baseline to define OAX depends on the
level of adaptive capacity of marine ecosystems to long-term
changes in OA and on the timescales of this potential adap-
tation (Oliver, 2019; Oliver et al., 2021; Gruber et al., 2021).
Yet, the level of adaptive capacity of marine ecosystems to
long-term changes in OA is still unclear (Mekkes et al., 2021;
Bednaršek et al., 2016, 2017, 2021; Manno et al., 2017). The
use of a fixed baseline, as chosen in our study, allows for cap-
turing changes in OAX ensued from both long-term anthro-
pogenic and short-term variability changes that add up and
may together lead to episodic crossings of biological thresh-
olds (Doney et al., 2020; Bednaršek et al., 2017).

In addition to the detection of extremes with regard to
[H+], we quantify the proportion of [H+] extremes that are
undersaturated with regard to aragonite, since �A= 1 is a
well-known threshold for OA impacts on shelled marine or-
ganisms such as pteropods (Bednaršek et al., 2014). How-
ever, different thresholds may be relevant for different organ-
isms, life stages, and durations of exposure (Bednaršek et al.,
2019; Fabry et al., 2008). For instance, supersaturated waters
with �A below 1.5 have also been found to cause mild and
severe dissolution of pteropods shell (Bednaršek et al., 2019).
When quantifying the proportion of OAXs that are in waters
with an �A below 1.5, cross-shore and cross-depth patterns
similar to those found for a threshold of �A= 1 (Sect. 3.1)
were found (Appendix Table B1).

As for the undersaturation criterion, most of the surface
OAXs and most of the CNP OAXs have�A above 1.5. How-
ever, in the CNP 50–100 m depth layers, 1 % of OAX volume
have �A levels below 1.5 while none is undersaturated yet
(Appendix Table B1 and Table 2). The analysis for �A< 1.5
also reveals that most of the newly undersaturated OAXs
found in the 50–100 m depth layer of ACR and CCS occur
in waters that were only weakly supersaturated (�A< 1.5)
in the CCons simulation (Table 2 and Appendix Table B1).
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This result is consistent with previous findings on low arag-
onite saturation state events (i.e., extremes defined based on
absolute thresholds) that show a projected rapid increase in
the duration of undersaturation events at the seafloor of the
nearshore CCS, already weakly supersaturated with regard to
aragonite in the preindustrial period (�A permanently under
1.4; Hauri et al., 2013a). It suggests that organisms hit by
newly undersaturated OAXs may already be, in most of the
cases, adapted to near-corrosive conditions.

5 Conclusions

Our study highlights the rapidity of the increase in ocean
acidity extremes, in agreement with previous regional and
global scale studies on past and projected changes (Hauri
et al., 2013a; Burger et al., 2020; Gruber et al., 2021). What
was defined as rare high-acidity events in the past, i.e., rela-
tive to atmospheric CO2 concentrations of 1979 in our study,
has already become a near-permanent state over large ar-
eas in the upper 250 m of the northeastern Pacific, albeit
with important regional variations. Knowledge of the impacts
of present-day extremes on organisms and ecosystems may
therefore offer a glimpse of the future health of the ocean in
the near future at the surface and offshore and in the more
distant future in coastal subsurface regions given the spatial
heterogeneity in increasing rates of acidity extremes.

The increase in ocean acidity extremes from 1984 to 2019
in the northeastern Pacific is mostly driven by the rise in an-
thropogenic atmospheric CO2. Present-day trends in ocean
acidity extremes will therefore continue as atmospheric CO2
continues to rise or even accelerate as the buffer capacity
of the seawater declines, especially in regions with already
low buffering capacity, such as the Alaskan coast and the
nearshore California Current System (Cai et al., 2020; Feely
et al., 2018; Jiang et al., 2019). This is worrisome in the con-
text of the constantly growing anthropogenic CO2 emissions
(Friedlingstein et al., 2019), especially as a large fraction of
these high-acidity extremes also cross well-known biological
thresholds of aragonite saturation state. Furthermore, nonlin-
earities in the increase in extremes defined on relative thresh-
olds, such as those found in our study, imply that organisms
may suddenly experience conditions at the edge or outside
the variability range of their local environment much more
often. This may lead to deleterious impacts on marine organ-
isms since they tend to be adapted to their local environment
and its variability (Vargas et al., 2017; Kroeker et al., 2020;
Rivest et al., 2017; Cornwall et al., 2020).

While the strong ocean acidification trend overtakes the
natural variability over large areas in the upper 250 m of
the northeastern Pacific, interannual variability still drives
the occurrence of acidity extremes in subsurface coastal re-
gions substantially. In the California Current System, the El
Niño–Southern Oscillation is likely to be a strong modu-
lator of ocean acidity extremes on interannual timescales,

since it modulates the biogeochemistry of the region (Turi
et al., 2018; Frischknecht et al., 2015). Studies that assess
the response of acidity extreme events to climatic modes
are needed and could further be used to forecast the occur-
rence and intensity of acidity extremes in coastal regions of
the northeastern Pacific. Besides interannual variability, our
study uncovers the key role of mesoscale activity in slowing
down the increase in acidity extremes in the subsurface of
intermediate offshore regions compared to previously found
increases in global scale studies (e.g., Burger et al., 2020).
This implies that ocean acidity extremes in those regions may
increase less rapidly than projected by Earth system models
(Burger et al., 2020), since these models often miss the strong
variability induced by mesoscale activity.

Appendix A: Eddy front definition

We identify the westward eddy propagation front at 100 and
200 m depth between 28 and 47◦ N as the farthest distance
to the coast where at least one eddy-driven OAX, i.e., one
“large, long, and propagating” (LLP) OAX (Desmet et al.,
2022), passes every 5 years. The rationale for this choice
is the following. In offshore regions with a small variability
range, eddies need to be present more than 1 % of the time to
significantly affect the threshold defined as the 99th of all ag-
gregated daily value at a given location, i.e., more than 132 d
in our case from 1984 through 2019 (Fig. A1). Eddy-driven
OAXs, as found in previous work by Desmet et al. (2022),
have an average local duration of 18 d both at 100 and 200 m
depth, meaning that they stay on average 18 d at a given lo-
cation. Thus, a location must see on average seven of these
eddy-driven events over the entire period for its threshold to
be substantially moved away from the mean variability range
(Fig. A1), i.e., at least one eddy-driven OAX every 5 years.
For each LLP event of Desmet et al. (2022), we first compute
its maximum distance to the coast and the associated lati-
tude. We then bin these events based on the latitude at which
they are the farthest away from the coast into 1◦ latitudinal
bands between 28 and 47◦ N. Within each latitudinal bin we
select the seventh maximum distance to the coast to make
sure that at least seven eddy-driven OAXs reach this distance
from the coast. In a last step we apply a Gaussian smoothing
(σ = 2◦ N) to the eddy front.
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Figure A1. Schematic of [H+] daily variability in (a) a region where the threshold is not influenced by passing mesoscale eddies and (b) a
region where the threshold is shifted away from the normal distribution due to a high number of passing eddies. In (a), the high [H+] signals
carried by eddies account for less than 1 % of the total days (≈ 4× 18 d≈ 72 d, while 1 % of the days from 1984 to 2019 would be 132 d) and
therefore does not influence the threshold that remains below the high [H+] values carried by eddies. In (b), the high [H+] signal of eddies
accounts for more than 1 % of the total days (≈ 8× 18 d ≈ 144 d) and therefore raises the threshold to a value within the range of high [H+]
values carried by eddies.
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Appendix B: Supplementary figures

Figure B1. Biomes and stations used to evaluate ROMS-BEC surface pH and �A long-term trends against observations from Lauvset et al.
(2015); Franco et al. (2021); Bates et al. (2014) in Table 1.

Figure B2. Trends in dissolved inorganic carbon normalized to a salinity value of 33 psu (sDIC33) in the subsurface of line P (in
µmolkg−1 yr−1). (blue) Simulated ROMS-BEC trends and (black) observed trends from Fig. 6 in Franco et al. (2021). The trends have
been averaged within two density layers, namely mixed-layer and pycnocline waters (25.5–26.6 kgm−3) and intermediate waters (26.7–
27.1 kgm−3), as well as across the four open ocean stations (P12, P16, P20, P26) in panel (a). Black error bars denote the average of the 2
standard deviation credible interval (95 % CrI) of individual data points from Fig. 6 in Franco et al. (2021), while blue error bars denote the
spatial standard deviation across stations and density levels from ROMS-BEC-simulated trends.
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Figure B3. Return intensity (in nmolL−1) as a function of the return period (in years) at the (a) surface, (b) 100 m, and (c) 200 m depth in
the ACR, CCS, ONP, and CNP regions and for time periods of 15 years (solid; 2005–2019), 20 years (dashed; 2000–2019), and 25 years
(dotted; 1995–2019) in the CCons simulation. The line represents the median based on the spatial variability within each region.

Figure B4. ROMS-BEC-simulated climatological (1984–2019) annual mean depths of the �A saturation horizon (�A=1) in the CCons
simulation.

Table B1. Fraction (in %) of the OAX volume that is characterized by �A< 1.5 conditions with regard to aragonite averaged over 1984–
2019 for the four different regions of the northeastern Pacific shown in Fig. 1a and for three different depth layers. Numbers in the “�A
newly < 1.5” column give the fraction of the OAX volume that is new in �A< 1.5 conditions with regard to aragonite. This is computed by
identifying the fraction of the OAX volume that is in �A< 1.5 conditions in the HCast simulation but in �A≥ 1.5 conditions in the CCons
simulation where atmospheric CO2 was kept at its 1979 value.

0–50 m 50–100 m 100–250 m

�A newly < 1.5 �A< 1.5 �A newly < 1.5 �A< 1.5 �A newly < 1.5 �A< 1.5

Alaskan Coastal Region (ACR) 12 23 1 99 � 1 100
California Current System (CCS) < 1 7 1 99 0 100
Offshore northeastern Pacific (ONP) 2 2 6 17 8 95
Central northeastern Pacific (CNP) � 1 � 1 1 1 4 10
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Figure B5. Changes in annual standard deviation of [H+] in the HCast (dark) and CCons (light) simulations for the four regions (rows)
and three depth layers (columns). The horizontal lines depict the average standard deviation during the 15 first and last years of the analysis
period for each simulation.
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Figure B6. Time series and probability density functions (PDF) of [H+] (nmolL−1) at the three locations plotted in Fig. 6 for (a–c) surface,
(d–f) 100 m depth, and (g–i) 200 m depth in the HCast simulation. The respective [H+] thresholds are plotted in red. In the PDF plots, the
PDF over the entire period (1984–2019) in the CCons simulation is plotted in orange and the PDFs of the 1984–1998 and 2005–2019 periods
of the HCast simulation are plotted in cyan, blue, and black depending on the depth with a dashed and solid line, respectively. The periods
correspond to the periods used for the difference maps in Figs. 4 and 6.
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