Supplementary Information II
Assessing the validity of the REML approach to the partitioning of variance in the data set to genetic, plot and residual components and the associated derivation of species and plot effects.

Although the REML approach used here is well established in the social sciences literature, it may at first seem unlikely that “species” and “plot” effects can be reliably determined in such a unbalanced situation as exists as here, viz. with little replication across plots and especially with approximately only half the species being observed on only one occasion. To help allay such concerns we have therefore undertaken numerical simulations to allow an empirical assessment of the validity of the approach.  In brief, the verification procedure consisted of:

 1. Generation of a artificial population of approximately the same number of species as in the data set with the sampled species attributes (MA, N, P etc) co-varying in a way similar to that implied by our analysis (600 species in all).

 2. Generation of random (residual) variations in the sampled properties (i.e. within species variation and measurement error), with the properties co-varying in a way similar to that implied by the data.

 3. Generation of 60 “plot effects”  of the same magnitude as that implied by the analysis 

 4. Combination of (1), (2) and (3) to generate a simulated dataset of “raw observations” with species randomly distributed across plots in a manner similar to that occurring in our analysis, and with the total sample size consisting of 1200 trees.
 5. Application of the identical REML approach as is used in the analysis here to determine if the REML approach could indeed:
 a) partition the variance within the dataset correctly,
 b) allow the accurate retrieval of species and plot effects,
 c) provide derived species and plot effects of sufficient accuracy to allow correct estimates of the nature of bivariate relationships to be obtained.   
1. Computer generation of 600 artificial species with different but realistically autocorrelated traits

We first took 285 species for which a combined suite of 12 traits had all been measured (including some not reported here, but to be reported elsewhere
, for example leaf area, xylem density, Huber values (etc)) and generated a new (artificial) population of species for which traits varied both within the one species and between different species in a way implied by our data set. This was achieved using the procedure of Taylor and Thompson (1986)
 using the Routine “RNDAT” available in the IMSL Fortran Library
. This empirical procedure generates a pseudorandom sample with approximately the same moments as the given sample with the sample obtained being essentially the same as if from a Gaussian kernel estimate of the sample density
.   

2. Computer generation of residual variance component. 

Of the 285 species that sampled for all traits of interest, we then retrieved a second subset which was characterised by having been recorded within any of the one plots sampled at least twice. This subset consisting only of observations for the species within the plots for which they occurred more than once, yielded a dataset consisting of 52 species and a total of 143 trees.  We then computed a pooled variance-covariance matrix from the observations using the IMSL Fortran Library subroutine “COVPL”. This routine uses modified Givens rotations to compute the Cholesky decomposition of the pooled sums of squares and cross-products matrix (Golub and van Load 1983)
 and is particularly applicable in cases such as was the case here, where it was suspected that each of the plot/species combinations represented a different population mean, but with identical variance-covariance matrices. 


The variance-covariance matrix so derived was then used to generate pseudorandom numbers from the multivariate normal distribution, characterised with the generated population having a mean vectors value of all zero and deviance of one via a Cholesky factorisation using the IMSL library routines “CHFAC” and “RNMVN”. 
3. Computer generation of plot variance component. 

As trait correlation is not such an issue for “plot effects”, we simply first generated 60 psedoramdom numbers (mean of zero and variance of one) from a standard normal distribution for each trait of interest using the IMSL library routine “RMMOA” employing the acceptance/rejection technique of Kinderman and Ramage
. 

4. Generation of individual tree values

For each trait of interest we then took what we believed to be the inferred variances for “species”, “plot” and “residual” effects from our own REML analysis, and created a dataset with the same apportionment of variability for that trait according to:
σ2p,t = σ2s,t  fp,t /fs,t   and σ2r,t = σ2s,t  fr,t/fs,t 

where σ2p,t  is the plot variance for trait t, σ2s,t   is the species variance for trait t (estimated from the population of 600 generated in Section 1)  σ2r,t  is the residual variance for trait t, and fp,t, fs,t  and a  fr,taare the fractions of the variance attributable to each of the three components for each trait as originally inferred from our analysis. 

For each tree, we then generated a value for each trait, this being that which would occur where there to be no plot effect as    

Ξ●,t = St + z r,t /σr,t 

where Ξ●,t is the value for the trait observed in the absence of any plot affect, St  is the characteristic value of the trait for that species (Section 1) and  z r,t is the pseudorandom standard normal random deviate describing the residual (within species) variation for the trait in question (from Section 2). 

In order to generate 1200 trees (similar to that in our dataset) from 600 species (also similar to that in our dataset) we allowed 300 species to occur only once (again similar to as in our dataset) with 150 species occurring twice, 75 trees occurring four times, 50 species occurring five times and 25 species occurring six times. 

4. Generation of dataset across plots. 

Each of the 1200 trees was then randomly assigned to each of the 60 plots with its overall value for each trait then being defined as: 

Ξp.t =  Ξ●,t = Sp + z p,t/σp,,t 

where zp,t is the pseudorandom standard normal random deviate describing the plot effect for the trait in question (from Section 3).  

This gave on average 20 trees per plot (similar to as in our dataset), though, depending on the simulation (which gave different results for every run), the number of trees in any one plot could vary from as little as 14, to as much as 26. This again replicating the unbalanced and somewhat random nature of our sampling strategy. Just by chance, some of the “more abundant” species always occurred in some plots more than once, though it was also the case that this “within plot overlap” was less than in our dataset. 

5. Results.

a) Variance partitioning
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For the twelve traits simulated, there were considerable differences in the degree of inferred partitioning of their variances between plots, species and that allocated to the residual (within species and measurement error) terms input into the simulations. Nevertheless, as is shown in Figure 1, irrespective of the way in which the variation was assigned, the REML technique retrieved a partitioning of variance close to the true value. There was, however, a slight trend for the variance associated with the species and plot effects to be underestimated and the proportion of variance associated with the residual terms to be overestimated. Nevertheless, it is clear that the relative partitioning between the environmental and genetic effects as inferred by the REML technique in the main paper must reflected their true values to a high degree of accuracy.   
b) Species and plot effects

Generally speaking all traits gave similar results, and so for illustrative purposes, we concentrate here on MA, P and Mg; these reflecting contrasts in apparent variance partition (Fig. 1 of the main text); phosphorus having one of the strongest environmental components, magnesium the strongest genetic component and MA being somewhat intermediate between the two. Results are shown in Figure 2. 
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This shows that the REML procedure does a reasonable good job of retrieving the species effects, though in all cases there does seem to be some overestimation at the lowest values and underestimation at the highest values, the severity of this effect increasing as the relative magnitude of the genetic component declines (i.e being greatest for P). This is, in fact, what is expected from the procedure used to retrieve the species means when such terms are treated as random effects. This output represents empirical Bayes ”posterior” estimates with a shrinkage of ordinary least squares (OLS) estimates towards the general mean
.  Nevertheless, especially when it is realised that we have added noise to even our single species occurrences through addition of a random variance component, z r,t, (this then making it virtually impossible to retrieve the true species mean even with substantial replication), it  is clear that the REML procedure does a remarkably good job of retrieving the prescribed species values despite the markedly unbalanced “experimental” set up employed. 
It is also worth noting that strong correlations were found to exist between the various traits in terms of the errors associated with the REML retrievals. This is shown in Figure 3, where the residuals (REML value less actual simulated value) are shown for N and P. Such correlations exist

because of the within-species trait covariance structure been has taken into account when simulating the residual term zr,t (Section 2) That is to say, traits vary in a co-ordinated way within a species in much the same way that they vary between species.
The ability of the model to retrieve the plot effects is shown in Figure 4. This shows the model to have good ability to retrieve the correct values, though for magnesium (for which the overall variance associated with species location was small) some compression of the mean effect is apparent due to the Bayes retrieval technique. 
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c) SMA slopes

Although Figures 2 and 4 suggest that there is some error associated with the REML retrievals of the species and plot effects, Figure 3 provides a practical example illustrating that these errors are almost inevitably correlated. As mentioned above, this is because the variance-covariance matrices are quite similar in structure for the (between) species effects as for the “residual” within-species variation. This correlation of “errors” means that standard methods of dealing with observational errors in fitting slopes by SMA regression
 cannot be used for the regression fits of the REML derived values, even though standard errors for the species effect estimates can be obtained from the REML model output
 . Rather, we have simply tested the validity of the slopes obtained for our species effects (assumed as in the main manuscript to be without error) by comparing them with those using the actual species dependent values as input into the simulation (Figure 5). This shows an excellent agreement between the two approaches with the exception of three bivariate relationships with steeply negative slopes. The three points in Figure 5 all involve the relationships between the concentrations of the three cations examined, [Ca], [K], and [Mg] and [C], and would seem to arise as a consequence of within-species co-variation of [C] with [Ca], [K] or [Mg] being less than is observed between different species. Nevertheless, for the majority of traits of interest, the simulations here indicate that the slope of the bivariate relationships presented for the species effects as derived though the REML procedure are very close to their true value, and certainly within the quoted confidence intervals; this also being the case for the plot effects (data not shown).                
6. Conclusions

Even when the considerable observed within-species variability is taken into account, the above simulations show that the REML technique employed provides an excellent estimate of the true partitioning of the variation of the various traits examined. Although the individual species and plot effects are (inevitably) retrieved with some error and a small bias at extreme values, because traits varying in a similar way both between and within species, the SMA slopes obtained for both the species and plot effects (assuming zero error) are excellent estimates of their true values.   

Figure 1. Relationship between the proportion of trait variance prescribed to the species, plot and residual terms in the initial data simulation, and that actually retrieved by the REML model





Figure 2. Relationship between simulated (known) species effects and those retrieved by the REML procedure for leaf mass per unit leaf area (MA), phosphorus and magnesium. 





Figure3. Relationships between residuals from the REML model fit (i.e. fitted versus actual (simulated) values for nitrogen and phosphorus species effects 





Figure 4. Relationship between simulated (known)  plot effects and those retrieved by the REML procedure for leaf mass per unit leaf area (MA), phosphorus and magnesium 





Figure 5. Relationships between slopes of all significant bivariate relationships for species effects from the REML model fit compared with those of the input data 
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