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Abstract. Some dominant spatial and temporal structures ofl Introduction
the North Pacific air-sea CQOluxes in response to the Pacific
Decadal Oscillation (PDO) are identified in three data prod-The ocean absorbs nearly one third of the anthropogenjc CO
ucts from three independent sources: an assimilatedfl0©®  from the atmosphere via air-sea gas exchange (Gruber et al.,
product and two forward model solutions. The interannual2009). The ocean’s uptake of anthropogenico®@s signifi-
variability of CO; flux is found to be an order of magnitude cantly contributed to the mitigation of the net growth of £O
weaker compared to the seasonal cycle of,@Ox in the  inthe atmosphere. The annual mean value of oceanic sink of
North Pacific. A statistical approach is employed to quan-CO, was nearly zero during the pre-industrial era (i.e., when
tify the signal-to-noise ratio in the reconstructed dataset tothe atmospheric C&concentration was at 273 parts per mil-
delineate the representativity errors. The dominant variabildion; ppm) and rose fairly rapidly to above 1.5 Peta gram of
ity with a signal-to-noise ratio above one is identified and carbon (PgC; i.e., when the atmospheric Qfoncentration
its correlations with PDO are examined. A tentative four- rose to over 380 ppm and continues to rise). The contempo-
pole pattern in the North Pacific air-sea gflux variability rary CG sink of the ocean, which includes both natural and
linked to PDO emerges in which two positively correlated anthropogenic fractions, is estimated to be between 1.5 and
poles are oriented in the northwest and southeast directiong.2 PgC (e.g., Takahashi et al., 2009; Gruber et al., 2009, Le
and contrarily, the negatively correlated poles are oriented ifQuéré et al., 2007).
the northeast and southwest directions. This pattern is identi- The oceanic sinks of C£respond to climate anomalies. In
fied in three products, providing G@ndpCO,. Itsrelations  addition to the climate induced variability, secular trends in
to the interannual El Nio-Southern Oscillation (ENSO) and the sinks due to the accumulation of £€{D the atmosphere
lower-frequency PDO are separately identified. A combinedcause significant deviations in the annual mean value men-
EOF analysis between air-sea £@ux and key variables tioned above. From previous studies, it has been estimated
representing ocean-atmosphere interactions is carried out tithat 70 % of the interannual variability of contemporary air-
elicit robust oscillations in the North Pacific G@8lux in re- sea CQ fluxes is driven by the cycles of El Ro-Southern
sponse to the PDO. The proposed spatial and temporal stru@scillation (ENSO) in the Pacific, namely a positive sink or
tures of the North Pacific C&fluxes are insightful since they an anomalous reduction in oceanic outgassing-0f5 PgC
separate the secular trends of the surface ocean carbon froduring El Nifio years ( Valsala and Maksyutov, 2010; Gru-
the interannual variability. The regional characterization of ber et al., 2009; McKinley et al., 2004; Obata and Kitamura,
the North Pacific in terms of PDO and G@ux variability 2003; Le Q@re et al., 2000). It should be noted that ENSO
is also instructive for determining the homogeneous oceanitias a global reach in terms of temperature and precipita-
domains for the Regional Carbon Cycle and Assessment Praion teleconnections and the phasing of marine vs. terrestrial
cesses (RECCAP). sources/sinks have yet to be fully understood (Jones et al.,
2001). The majority of the remaining variability in G@ink
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is driven by the Southern Annular Mode (SAM; Le et  and a robust estimation of air-sea £@uxes is attempted
al., 2007; Lovenduski et al., 2007). In addition to this inter- (Valsala and Maksyutov, 2010; Tjiputra et al., 2007; Baker
annual variability, the contemporary air-sea £{fixes also et al., 2006). (5) The empirical relations between certain sur-
show interdecadal variability related to the Pacific Decadalface ocean parameters ap@€O, are exploited in order to
Oscillation (PDO; see Latif and Barnett, 1994 and Mantuainfer the pCO;, on interannual time scales (Park et al., 2010;
et al., 1997) and the North Atlantic Oscillation (NAO; see Telszewski et al., 2009). In this study, we use air-sea CO
Hurrell, 1995 for NAO; impacts on oceanic carbon cycle arefluxes estimated with some of the methods discussed above
reported by several studies — Thomas et al., 2008; McKin-and examine the patterns of interannual variability of North
ley et al., 2004; Patra et al., 2005). Moreover, because oPacific CQ fluxes and the possible climatic control from in-
the accumulation of C®in the atmosphere and subsequent terannual (ENSO) to decadal (PDO) time-scales.
changes in the dynamics of the atmosphere and the ocean, re- A most comprehensive and commendable study on the in-
gional air-sea C@fluxes also display clear trends (Le && terannual variability of air-sea Cfluxes in the North Pa-
etal., 2009; Le Qéré et al., 2007). cific and its linkage to PDO was carried out by McKinley
The above conclusions on interannual variability of air-seaet al. (2006). In their study, they compared results from
CO; fluxes are drawn mainly from simulations of simple- seven biogeochemical models, each of them with a varying
to-intermediate complexity, state-of-the-art, biogeochemi-complexity of ecosystem models, and examined the interan-
cal general circulation models (BGCMs). A few studies nual variability of North Pacific air-sea GQluxes. A ma-
have validated these results with data-model intercomparjor conclusion of their study was that the magnitude of low-
isons based on available observations. For instance, the gefrequency air-sea C£Oflux variability in the North Pacific
eral conclusions on ENSO and air-sea fDx relations in  is relatively small, with a maximum of amplitude of 0.025
the tropical Pacific were observationally verified by Feely PgC/yr related to PDO. The reason for such a weak decadal
et al. (2002; also see Christian et al., 2008). Similarly, thevariability is that the effect of decadal sea surface tempera-
southern ocean trends of G@missions are also backed by ture (SST), dynamics of dissolved inorganic carbon (DIC) as
observations in the work of Le @ et al. (2007) and Metzl  well as alkalinity onpCO; are opposite in phase and similar
et al. (2006). However, the limited number of observationsin magnitude. Therefore, the net changei@O, due to the
in terms of spatial and temporal dimensions make it rathersum of partial changes induced by above three factors nearly
difficult to determine the robustness of these conclusions, eseancel each other leaving a relatively small net residual of in-
pecially when one wants to separate the effect of interannuaterannualpCO, anomalies (and thereby a weak interannual
to interdecadal variability from the secular trends or delineateair-sea CQ flux anomaly as well). Even though the net in-
the impacts of ocean dynamics (e.g., thermocline variability)terannual variability naturally appears as a small residual of
and thermodynamics (mixed layer and sea surface temperahe above controlling factors, it is still worth considering be-
ture variability) on air-sea C£and sea water partial pressure cause such anomalies should be separated first from the sec-
of CO, (pCOy) variations. ular trends related to the natural modes of variability in order
The methods for estimating air-sea g£fuxes on global to assess the growth rate of €@ the ocean due to anthro-
scale can be generally categorized as follows: (1) Direct obpogenic forcing. This is also critical for understanding the
servations of global surface oceCO, are interpolated response of this important region to continued anthropogenic
onto the global domain and the products typically include forcing.
climatological maps of air-sea Gdluxes, as in the database = Takahashi et al. (2006) reported the trends of surface ocean
of Takahashi et al. (2009). Due to the limited number of pCO, in the North Pacific as it was compiled from 30-years
observations ofpCO, especially at interannual time scales, of available observations. The study identified that except for
this method does not yield the vital information regarding thethe Bering and Okhotsk Seas, th€0O, values correspond-
interannual to interdecadal variability of air-sea £ffixes.  ing to the in-situ SST increased at a mean decadal rate of
(2) State-of-the-art BGCMs incorporating ecosystem mod-nearly 10 patm. In another study Midorikawa et al. (2006a)
els of varying complexities are employed in order to simu- focused on the long term trend of G@long the 137E lon-
late global ocean C&fluxes on interannual to interdecadal gitude line. They identified a persistent increase oL, ®®
time scales (Christian et al., 2008; McKinley et al., 2004; the atmospheric inputs at a rate of nearly 1 patryStud-
Obata and Kitamura, 2003; Le @@ et al., 2000). (3) In- ies by Wakita et al. (2010) also looked at the DIC increase
verse estimations are made from transports of atmospherim the western North Pacific based on observational analy-
CO», concentrations and are utilized to generate global airssis. In these vital studies (based on observations) the re-
sea CQ fluxes on interannual time scales (Patra et al., 2005;gional tendency of oceanic GGand its decadal variability
Gurney et al. 2004, 8denbeck et al., 2003). However the re- are addressed. Our study, on the other hand, nicely comple-
gional patterns of interannual variability are poorly resolved ments these previous studies with detailed regional structures
in these rather coarse resolution inversion systems (Gurnegf North Pacific CQ variability, especially by filling the gaps
et al., 2004). (4) The BGCMs as well as atmospheric transwhere previous observation based studies could not resolve
port models are optimized with various sets of observationghe spatial variability completely.
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A few other notable studies which are based on observathe expected C&Xlux variability. Therefore our study should
tional data analysis of North Pacific GGluxes, identified offer highly relevant insights into regional specificities of in-
that the contrasting effects between SST and DIC anomalieterannual variability related to climate mode anomalies that
cause smalpCO; variations in the subtropical gyre north of should be targeted.

23 N (Midorikawa et al., 2006b). The general circulation  The following is the structure of the remaining parts of this
model results of McKinley et al. (2006) are broadly consis- paper. In Sect. 2 we describe the data and methods used. In
tent with this result. Midorikawa et al. (2006a) focused on Sect. 3 we propose a regional structure of North Pacific air-
the interannual variability of the winter time oceanic £0 sea CQ fluxes in response to the PDO through correlation,
and air-sea C®fluxes in the western North Pacific based on partial correlation and singular value decomposition analy-
2 decades of observations made along°B7They found ses. The results are discussed and concluding thoughts are
positive correlations between DIC and the decadal variabil-offered in Sect. 4.

ity in the North Pacific identified as North Pacific Index with

a time lag of 2 years from 3N to 18 N and with a time

lag of 3 years for 11N to 14’ N and reported an influence

of large scale climate shift on the DIC variations and subse2 Data and methods

quentpCO, variations in these regions.

Although the study by McKinley et al. (2006) was quite In this study we mainly use an optimized estimate of the air-
comprehensive, in the sense that it assembled the resulgea CQ flux for 25 years spanning the period 1980-2004,
from seven biogeochemical models, the conclusions drawipased on a model with data assimilation which is derived
thereby were fairly general. The study was based on a suitéom the work of Valsala and Maksyutov (2010, hereinafter
of forced ocean models with very little direct comparison referred to as OTTM). The total span of assimilation involved
with observations. Moreover, the study lacked the presentain OTTM is from 1996 to 2004. Prior to this period, inter-
tion of a close look into the spatio-temporal variability of the annual anomalies from the forward model are added to the
North Pacific air-sea C&Xluxes with respect to PDO. Thisis seasonal climatology from the assimilation period of 1996—
important to investigate because the crucial information for2004. In addition to this product, we also use air-seg CO
identifying the secular trends of GGn the ocean from the fluxes from two independent sources for comparison pur-
sparse observations is even more important in the context gpose and they are taken from McKinley et al. (2004a), span-
global warming and its potential impacts on ocean’s ability ning 1980-1999 and Le @ et al. (2005), over 1980-2004.
to take up CQ. Itis important to avoid confusing such trend These two products are from simulations of BGCMs.
analysis with the natural interannual to interdecadal variabil- The model details and the method of £fux estimations
ity of CO, fluxes. To identify the regional patterns of the are described in their respective papers and therefore only
North Pacific CQ fluxes in response to PDO is the major a brief summary for each data set is provided here. The
goal of our study. We also strive to quantify the dynami- optimized air-sea C®fluxes of OTTM are derived from a
cal and thermodynamical contributions to the net,Gari- variational assimilation of surface ocep@0O, observations
ability. Much attention has been focused on the impact ofinto a relatively simple biogeochemical model. This model
PDO on ecosystem responses in terms of regime shifts (focomprises of an offline tracer transport model (Valsala et al.,
ex., Chavez et al., 2002; Mantua et al., 1997) and the role2008) and a phosphate dependent ecosystem model based on
of bottom-up (circulation changes) vs. top-down (anthro- McKinley et al. (2004a). A variational assimilation is used to
pogenic effect via fisheries, for ex., Lehodey et al. 2009)constrain the surface ocean mo@€O, using correspond-
are basically unresolved. A similar issue remains for the caring ship track observations from the database of Takahashi et
bon cycle in terms of the role of the thermocline variability al. (2007). The seasonal to interannp&@O, are assimilated
as a bottom up forcing or dynamical driver for air-seasCO by applying separate weights based on the model interannual
flux variability vs. the surface mixed layer variability or the variance. The details of the assimilation, error estimates and
thermodynamic driver fopCO, and air-sea exchanges of comparison with observational climatology of Takahashi et
CO,. Anthropogenic CQ forcing is clearly confounded in  al. (2009) can be found in Valsala and Maksyutov (2010).
this case with the global warming impact on the circulation The second model output used here is taken from the for-
itself and we will not attempt here to untangle the direct andward simulations of McKinley et al. (2004a). This is also an
indirect anthropogenic forcing of GQvariability. offline model run with MITgem circulations and a phosphate

The analysis presented here will also facilitate the assessdependent ecosystem model. This model comprises of three
ment of the total carbon budget and its interannual-to-decadabiogeochemical tracers and they are dissolved inorganic car-
variability which is a focus of the Regional Carbon Cycle and bon (DIC), phosphate and oxygen. The £fdixes from this
Assessment Processes (RECCAP). The RECCAP focusanodel offer a reasonable comparison with the annual mean
on quantifying the interannual variability of regional carbon air-sea CQ fluxes compiled by Takahashi et al. (2009). This
fluxes over land and the oceans where partitioning into dif-data is also used in McKinley et al. (2006). The third model
ferent regions is accomplished by the prior knowledge abouproduct we used is from Le @& et al. (2005) where a
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24-component ecosystem is coupled to a state-of-the-art gerpart of the subtropical North Pacific has interannual SNR val-
eral circulation model (see also Buitenhuis et al., 2006 forues below 1 (shaded white). The subtropical and the tropical
details). regions have SNR above 1 and at places values exceeding 3
to 4. The seasonal cycle of the air-seafldx also dom-
inates in the North Pacific over the interannual variability.
3 Results This is consistent with the findings of McKinley et al. (2006)
who reported that the counteracting influences of SST, DIC
The three independent products of £4anhd pCO, described  and alkalinity onpCO, cause a weagCO, interannual vari-
above are used in this study mainly to seek as robust a corability. The interannual variance (see Fig. 1d) is stronger to
clusion as possible on the climate-carbon connections in thehe east of Japan over the Kuroshio and Oyashio confluence
North Pacific. Once a consistent regional and temporal varizone. The inverse of this interannual variability is used as a
ability of North Pacific CQ fluxes are obtained, we perform weight to limit the seasonal cycle constraints imposed during
extended analysis on the optimized estimate op@@x data  assimilation, i.e, the model is allowed to evolve freely in re-
of OTTM. We begin our analysis by examining the robust- gions where the interannual signals were stronger unless ship
ness of our optimized air-sea G@uxes in the North Pa- track data were available at those locations.
cific in terms of its interannual variability compared to the  The seasonal variance of air-sea{{Dxes on annual and
seasonal cycle. TheCO, residual errors and error reduc- semi-annual cycles is stronger in the subarctic North Pacific
tions of this optimized data are documented in Valsala andFig. 1e). At the northeastern subtropical Pacific, on the other
Maksyutov (2010). Here we present results from an extendedhand, the seasonal variance is weaker. The error variances
analysis of the interannual and decadal variability. are mostly located along Kuril and Aleutian Island chains,
The offline model employed in the construction of OTTM perhaps indicating that the wind driven coastal upwelling
fluxes is driven by monthly re-analysis input of ocean cur- creates high frequency variability (Fig. 1f) . It should be also
rents and other parameters such as temperature and salineted that the ship trackCO, during 1996 to 1998 were
ity. The only sub-monthly variability present in their model sampled through these routes (Zeng et al., 2002). Therefore,
was in the wind speed data used in the calculation of air-the relatively high error variance in this part may be originat-
sea CQ fluxes. However, the model assimilates ship tracking from the model's inability to represent high-frequency
pCO, whenever observations are available. Considering thevariability in the pCO, data during the assimilation.
rather coarse resolution9k 1°) of the model, it may suf- The SNR analysis suggests that the seasonal cycle in the
fer from representativity errors (RE) while incorporating the North Pacific CQ fluxes is much stronger than the interan-
high-frequency sampling of ship track data through assimi-nual signal. This is consistent with the findings of McKinley
lation. In order to verify the model RE and the signal pre- et al. (2006). The interannual variability captured in our esti-
served in the data on seasonal-to-interannual time scales, weates should be analyzed in conjunction with the SNR map
performed a signal to noise Ratio (SNR) analysis following and should consider only variability in regions where SNR
a simple method derived from Ballabrera-Poy et al. (2003). has a value above 1. We will use this as a guidance to assess
the interannual variability of the North Pacific G@Bluxes
retrieved from the subsequent data analysis.
4 Analysis of the Signal to Noise Ratio of air-sea C® Figure 2 represents the annual mean air-sea @ from
fluxes assimilation as well as from observations of Takahashi et
al. (2009). The bottom panel shows the seasonal correlation
The SNR analysis of OTTM air-sea G@lux is carried out  between assimilation and observations, and they are above
as follows. The time series of GOlux ¢ at each grid point 99 % significance level in most parts, with some poor corre-
is separated into components of seasondl,and interan- lation points at grid levels along the island chains of Kuril
nual, ¢?, time scales, and noige The seasonal component and the Aleutian, where we observe somewhat higher error
is calculated by fitting annual and semi-annual harmonics tovariances in the assimilation. Except some differences in sea-
the total fluxc. The interannual component:, is found by  sonal cycle at a few grid points, the overall North Pacific,CO
subtracting:® from c. This, however, will result in a combi-  flux from assimilation has a remarkably high correlation with
nation of truec” ande. A harmonic filtering is then applied the observations. Valsala and Maksyutov (2010; their fig-
to cycles of above the annual period and are subtracted outires 13 and 14) compared the seasonal as well as interannual
The residual is taken as noige, The interannual SNR is cal- variability of air-sea CQflux from this region with data from
culated asr?/o2 and total SNR is calculated as{ + 02)/  other sources.
og; whereo? represents the variances of interannual, sea- Figure 3 compares the area integrated oceanig fiQ@es
sonal and noise components (see Ballabrera-Poy et al. 200@8mong the three data products used here. Note that the three
for further details). The interannual and total SNR are shownmodels differ in their approaches of resolving or analyzing
in Fig. 1. The interannual SNR is weaker than the seasonathe air-sea C@fluxes and inter-model differences are antic-
SNR by an order of magnitude. The subarctic and northerripated. The annual mean flux of G@ver the North Pacific
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Fig. 1. The Signal to Noise ratio (SNR) @&) interannual andb) total air-sea C@ flux variability. (c) The total tracks of ship basgdCO»
used in the assimilation between 1996 and 20@¥.Interannual(e) seasonal an(f) error variances of air-sea GGluxes. Units of d, e,
and f are inx10~14 (mol m—2seconds1)2. Note that the color bar is different for each figure. SNR below 1 is shaded whitefl@Qdata
from assimilation are used.

domain (100 E-100 W, 2¢° N-70° N) shows that OTTM, mixing and heat fluxes create corresponding anomalies in the
McKinley et al. (2004) and Le Qare et al. (2005) yieldsanet ocean. The PDO is defined as the dominant pattern of SST
oceanic uptake of 0.36, 0.31 and 0.72 PgC, respectively. Theariability in the North Pacific (Mantua et al., 1997). In this
seasonal cycles of these three products are fairly in-phasestudy we use the PDO index derived as the leading princi-
The interannual anomalies are also quite consistent with eachal component of North Pacific monthly sea surface tem-
other. Note that we are not focusing here on correlations ofperature variability (poleward of 2NN for the 1900-1993
area integrated fluxes over the whole domain in order to studyeriods) and obtained frohttp://jisao.washington.edu/pdo/
the PDO footprints, especially because the PDO signatures ifhe PDO goes through warm and cool phases with each
the north Pacific fluxes have more intricate spatial patterns aphase typically lasting about 20-30 years. The causes of this

explored in the following section. phase swings are currently unknown and the mechanisms or
the independence of PDO as a climate mode are also debated

4.1 Correlation between North Pacific CQ flux and (e.g., Rodgers et al.,, 2004; Newman et al., 2003). The re-
PDO cent decades have seen a cool phase starting around 1945

switching to a warm phase in 1977. The warm phase contin-

The PDO is a decadal mode of climate variability in the _ued until late 2008 with some short cold spells in the PDO

- . . . ndex (seenttp://jisao.washington.edu/pdimr an up-to-date
North Pacific sector associated with changes in the strengtbeport) The warm epochs of PDO are associated with en-

Olf Wlntergmhe A_I;utlatn IL OZVO(()-IS-rfenb?:h andt I_—Iburtrell,tlgpgsl(,) hanced coastal ocean biological production in the Alaska sec-
also see schneideretal, or othér contributors to )tor and with inhibited productivity off the west coast of the

The accompanying changes in the Ekman flow, surface ocean
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Fig. 3. The area integrated net air-to-sea£fldixes over north Pa-
cific (100° E-100 W, 20° N-7C° N) shown for annual mean (top-
left), seasonal cycle (top-right) and interannual anomalies (bottom)
from three data product. The units are in PgCyrPositive (nega-
tive) value means a source (sink) of €@r the atmosphere except
for the bar-diagram where positive means a net sink.

)

values between 1980 and 2004 in the OTTM data set and Le
QUuéré et al. (2005) and the corresponding monthly PDO in-
dex. In the case of McKinley et al. (2004a), only 240 months
are used from 1980 to 1999. All the correlations shaded are
significant using a 90 % confidence interval in a two-tailed
t-test. A careful examination of the correlation patterns sug-
gests that PDO organizes regional responses in the air-sea
CO, flux anomalies of the North Pacific. Considering both
the clustering of correlations and the SNR of the interan-
nual signal (see Fig. 1), we categorized four poles of positive
and negative correlations. The positive correlation poles are
located in the northwest and southeast part of the domain.
Other two poles of negative correlations are oriented in the
northeast and southwest direction of the domain. It can be
\ seen from Fig. 1la that the interannual SNRs are reasonably
CO; flux from atmosphere to ocean and vice versa) from the Northjo o6 in the southern poles, whereas they are relatively weak
Pa.c'f'c frqm(a) th,ez aﬁlmulaﬂon andb) Takahasm et al.' .(2009)' but statistically significant in the northern poles. We dis-
Units are in mol nT<yr~+. (c) Seasonal correlation coefficients be- . . .
tween assimilation and Takahashi et al. (2009) are shown only forcarded the Correlatlon§ 9“ the subarctic N'orth Pacific from
those correlations above the 5 % level. the poles because their interannual SNR is below 1. Note
that the trend of C@fluxes which has been removed prior to
the correlation analysis has no such regional patterns (figures
United States, while cold PDO episodes tend to produce th@ot shown).
opposite north-south pattern of marine ecosystem productiv- A similar analysis of the other two flux estimates (column
ity (Mantua et al., 1997). 2 and 3 of Fig. 4) shows that such regional structures are quite
In order to identify the spatial patterns of the North Pacific consistent among the three gfroducts. However slight re-
COp, flux variability with respect to PDO, we start with a sim- orientation of boxes is required when we move from one data
ple correlation analysis. The GGluxes are deseasonalized product to another, which is not unexpected because they are
and detrended before calculating the correlations. Figuregenerated by entirely different sets of models with additional
4 illustrates the point-to-point correlation between monthly differences in resolutions and surface forcing.
air-sea CQ flux anomalies and PDO index for three flux  Looking at the clustering of correlations in individual
products, viz., (left) OTTM and forward models of (middle) poles, we defined an index of Gdlux in response to PDO
McKinley et al. (2004a) and (right) Le @ et al. (2005). (hereafter CQgy_PDO) as the sum of area integrated £0O
The correlations coefficients are estimated from 300 monthlyanomalies from two “red” boxes minus the corresponding

Fig. 2. Annual mean net air-to-sea GQlux (negative represents

Biogeosciences, 9, 47492, 2012 www.biogeosciences.net/9/477/2012/
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Fig. 4. (Top panels): Correlation coefficients)(between the interannual variability of net air-to-seaCfldx (computed as monthly
anomalies of C@flux) and the PDO index from three data products; (left) assimilation, (middle) McKinley et al., 2004 and (rightfie Qu

et al., 2005. Sign convention of GOlux is same as in Fig. 2. Significant correlations at 90 % confidence intervals are shaded. (Bottom
panels): CQ flux index corresponding to PDO from the three data products (black lines) and the PDO index (red lines). See text for the
calculation of CQ flux indices. All lines are smoothed by 12-month running mean and normalized by respective standard deviations to fit

into a common y-axis. The “r’ of bottom panels is significant at a 95 % confidence interval.

sum over the two “blue” boxes (see Fig. 4 for boxes). Theconfidence interval. Since seawaje€O; is controlled by
index is shown in the bottom panel of Fig. 4 for each productsolubility and biological pumps, the biological pump relies
as the black line. The PDO index is overlaid as a red line.to a large extent on the vertical supply of nutrients (horizon-
Both lines are smoothed with a 12-month running mean (alltal advection can also be important), we expect that ocean
time-series shown hereinafter are smoothed by a 12-montdynamics, i.e., thermocline movements and mixed layer en-
running mean for consistency). The e@PPDO and PDO trainment are crucial. The solubility pump on the other hand
correlate with each other (using a 95 % confidence interval) js more closely related to the thermodynamics, i.e., SST vari-
especially because the regions for calculating@®DO are  ability. An additional characteristic of this region is that the
chosen from areas where the correlations with PDO are sigso-called transition zone chlorophyll front (TZCF) traverses
nificantly high. Therefore the interannual-to-decadal,CO this entire domain and demarcates the subtropical-subpolar
flux anomalies in the North Pacific are clearly and fairly in- boundary with a clear and significant impact on not only the
timately related to PDO in the region represented by the fourdynamics and the thermodynamics of our domain but also
poles shown in these figures. the ecosystem and the biogeochemistry of all the poles be-
ing studied here (Polovina et al., 2001). Detailed analysis
Air-sea CQ flux is driven by the difference ipCO, be- of the interactions between the TZCF, PDO, and the correla-
tween the ocean and the atmosphere as well as the piston véiens being discussed here is beyond the scope of the present
locity which is usually parameterized with wind speeds (e.g.,study.
Wanninkhof, 1992). In order to see what controls the;CO
flux variability linked to PDO, we repeated the correlation 4.2 Interannual and Interdecadal relations between
analysis with the optimized OTTMCO,. The results are CO3, fluxes and PDO
shown in Fig. 5. It can be seen that similar regional structures
of correlations betweepCO, and PDO exist as in the case of There is considerable uncertainty about whether the PDO is
CO; fluxes. Therefore, the air-sea @@ux anomalies linked  truly independent of the leading mode of tropical variabil-
to PDO as seen in the previous analysis are mainly driven byty, i.e., ENSO (Rodgers et al., 2004; Newman et al., 2003).
the pCO, anomalies. The index representing fleO, PDO  The spatial patterns of interannual SST variability in the Pa-
also correlates with PDO index significantly using a 95 % cific Ocean show a pronounced maximum in the tropical
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Fig. 5. (Top): Correlation coefficients between the interannual vari- Used.
ability of § pCO, and the PDO index (negativgpCO, means atmo-
sphericpCO, exceeds that of the ocean). Correlations significant at
90 % confidence interval are shaded. (BottoApCO, index cor-  we note that separating the cycles of 6.5 years and above out
responding to PDO (black line) and PDO index (red link)CO» of 25 years of data restricts the degrees of freedom of the
data from assimilation are used. Time series are smoothed by 1Zsignal to be below 4. Therefore the significant correlations
months running mean. Correlation is significant (using a 95 % con-ghove the 10 % level (or significant using a 90 % confidence
fidence interval). interval) leave only few visible points in each of the poles
considered here. For instance, the northwestern pole is con-
sistent between the two cases (see Fig. 6a and b). However,
east Pacific and weaker center of opposite sign in the centhere are differences in correlations over the northeast pole
tral North Pacific. While on decadal timescales, the rEIatiVEbetween the interannual and decadal time-scales. The south-
strength of these centers is reversed (Zhang et al., 1997). Thgest pole shows a stronger decadal than interannual signal.
simultaneous correlations of ENSO index and PDO are relaThe hottom panels show the GRPDO and PDO indices at
tively weak especially during winter months (Mantua et al., hoth decadal and interannual time-scales. Both correlate at
1997). significantly at a 90 % confidence interval. This analysis al-
It is evident from the C@y_PDO index shown in Fig. 4 lows us to conclude that the correlations between @@xes
that the index has both a low-frequency (i.e., a decadal timdn the North Pacific and the climate drivers are significant
scale) and a high-frequency (interannual) component. Thereboth at low and high frequencies.
fore it is reasonable to expect that the individual correlations |t is a general practice to discuss the North Pacific variabil-
between decadal and interannual variability of (fDx are  jty as a seasonal average variability only during the winter
linked to PDO. Here “decadal” is not intended to representmonths because of the weak correlations between the winter
a 20-30 year cycle at which the PDO typically switches be-time PDO and ENSO (Mantua et al., 1997). We calculated
tween cold and warm phases. But the focus is on periodshe correlations of winter PDO with corresponding winter
longer than ENSO and in the range of 10-15 years. CO, flux anomalies. The months from November to March
In order to show separate correlations of DO in- are used to represent the winter-PDO, and the, @0Gx
dex at these two time scales, we isolated the decadal comp@nomalies of corresponding months are also averaged prior
nent of CQ flux variability using the harmonic filter analy- to computing the correlations. Similarly summer months of
sis. The variability of 6.5 years and above was filtered outJune and July are used for summer-PDO and @ax cor-
from the interannual anomalies of G®ux and correlations  relations. Figure 7 shows that the winter-PDO produces a
with correspondingly filtered PDO index are computed. Fig- quadru-pole structure in the correlation with the same polar-
ure 6 illustrates that the correlation found both at decadal andty as was seen in the previous sections. On the other hand,
on interannual time-scales are almost identical albeit withduring summer months this quadru-pole polarity is lost and
some differences in the intra-box correlation features. Herghe North Pacific CQ flux is largely negatively correlated
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with the summer-PDO with some positive correlation only in changes opCO» due to SST, DIC and Alkalinity are similar

the southeast pole. This analysis shows that the winter timén magnitude and opposite in phase. Thus the net change in
PDO is essentially responsible for producing a quadru-polepCQO; is the sum of the partial changes of these factors, and
structure in the North Pacific COluxes with positive polar-  the residual of the sum is the interannual variability. In our
ity in the northwest and the southeast poles and with oppostudy, the correlation analysis only organizes this residual in-
site polarity in the other two poles. This again confirms thatterannual variability in a certain regional pattern. Consider-
such a distribution of the North Pacific air-sea £fllixes is  ing the robustness of correlation patterns between the three
driven by the PDO because the signal is stronger during win-data products examined here, it seems reasonable to assume
ter months when the “grip” of ENSO on PDO is weaker. The that their existence is not purely by chance.
subpolar-subtropical-tropical interactions have seasonal vari- In this section, we examine the combined variability of
ations which affect the seasonal vulnerability of our study re-air-sea CQ fluxes in terms of a few oceanic and atmospheric
gion to climate modes (see for ex., Vimont, 2005). The sea-ariables in order to see their covariability with PDO. We
sonal aspects of this are also important since the subtropicamployed a combined empirical orthogonal function (CEOF)
anticyclone itself undergoes a significant weakening duringanalysis between these pre-selected variables. CEOFs cap-
the winter and the subpolar low expands to reach into theture the joint variability of two variables in space and time.
tropics (Nigam and Chan, 2009). The dynamical and ther-If such variability exists in the case of North Pacific £0

modynamical responses of these changes op-{i vari- fluxes and if they correlate with PDO, it should provide a ba-
ability will need further detailed analysis which is beyond the sis for the existence of the spatial structure and point to the
scope of this study. mechanism responsible for the structure of interannugl CO

In order to provide additional support for individual effects flux variability.
of PDO and ENSO on the correlations with €@uxes, we We begin the analysis by calculating the CEOFs between
performed a “partial correlation” analysis. In case of a setthe anomalies of C®fluxes and SST over the domain un-
of three variables which show mutual correlations, the par-der consideration. The CEOFs of detrended, de-seasonalized
tial correlation analysis attempts to remove the effect of oneCO; flux and SST anomalies were calculated. The data are
component over the other two (Ashok et al., 2007). Figure 8passed through a 12-month running mean before comput-
shows the correlations between monthly PDO index ang CO ing the CEOF (and therefore, the time-series hereinafter are
flux anomalies after removing the effect of ENSO through not applied the 12-month running mean). The SST anomaly
partial correlation analysis. The quadru-pole structure withwas taken from Simple Ocean Data Assimilation prepared by
diagonal polarities is still maintained in this case confirming Carton and Giese (2008). The top-panel of Figure 9 shows
the PDO as the dominant driver of the correlation features irthe spatial patterns from the CEOF-1 of £flux and SST
the North Pacific air-sea Cluxes. Again, to untangle the anomalies. And the bottom panel shows the principle com-
dynamic and thermodynamic forcing components of the CO ponents (PC) of the dominant mode. The red line in the bot-
variability, the persistence of PDO and its impacts on wind-tom panel shows the PDO index. All the spatial patterns (i.e.,
speeds and wind-stress curls have to be analyzed togeth€EOFs) are multiplied with standard deviations of respective
with ENSO impacts on the same. In hindsight, it is not sur- variables. Therefore they have meaningful units. All PCs are
prising that PDO dominates the region, since ENSO is mosnormalized with respective standard deviations in order to
directly teleconnected to the Aleutian low which occupies non-dimensionalize them.
the northwest corner of our domain, whereas PDO signature The CEOF extracts the response of Ci@lated to SST
affects all four poles and persists over decadal time-scalesand their PC-1 shows a clear correlation with PDO (above
We use combined EOF analysis to extract some clues intéhe 5% level). Therefore, the dominant mode of SST vari-

the dynamic and thermodynamic contributions to GAri- ability in the North Pacific does have an influence on defin-
ability in the study domain. ing the dominant mode of variability in the G@lux. This
is clear evidence that the North Pacific £fluxes do re-
4.3 Component analysis of CQ fluxes with spond to PDO. The CEOF-1 of SST combined with,Gl0x
ocean-atmosphere variability shows a typical PDO signature in SST during a warm phase

as shown in Mantua et al. (1997). The corresponding CO
Although the correlation analysis presented above identifieglux responses show a sink in the subtropical gyre where the
the spatial and temporal structures of the North Pacifie CO SST anomalies are found to be negative. This shows a direct
flux variability with respect to PDO, it does not, by itself, relation betweenpCO, and SSTs, i.e., a reducedC O, dur-
offer any mechanistic insights. We carried out a compo-ing a cold SST anomaly. In the northern subtropical to sub-
nent analysis opCO; in terms of SST, DIC, Alkalinity and  arctic North Pacific, the C&flux maybe expected to show a
Salinity and performed the correlations with each of them.positive anomaly in response to the warm anomaly in SST.
These components are obtained by a method similar to thatlowever, there are negative anomalies of (ilDx at few
described in McKinley et al. (2006). Our results are similar spots corresponding to positive SST anomalies. This is likely
to the findings of McKinley et al. (2006) in that the partial a combination of the noise in the model (SNR in this region

www.biogeosciences.net/9/477/2012/ Biogeosciences, 9,492-2012



486 V. Valsala et al.: North Pacific air-sea CQ flux variability
Winter POO (NDJFM) and CO02 flmx correlation Summmmer PRO (JT) and C02 fluz correlation
| | L1 1 1 T 0.7 | | L1 | [ T 07
65N —| 1 r &8N 7 L
i A LT 2L M- i .« L
JE IlI o i
S { | ¢ a h 4 o L
55N 44 ) l 56°N Kl
" Voo’ i .
i I ! i ". — .5 - -
45 I I il | -0z 450h i o || FL-
: ;_:’ ] L
1 0 P w1 s
15°H ,__-'_"--‘I ' | FE s 35N } -
T | r
_ I i [ . _ = I L
/i Fal " / W
M T J T T T T T —L | o 250 e T T T T T N
100 140°E 1800 140" 1000w 100 140°E 180" 140 100w
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phase of PDO (Mantua et al., 1997). The middle panel shows
the CEOF-1 of SST and wind vectors from CEOF with£CO
This panel shows a clear PDO type SST-wind relationship

. as can be expected because of the dominance of PDO forc-
L ing. The bottom-panel shows the PC-1 of £®ith wind
stresses (black line) and PDO index (red line). The variance
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explained is 20 %. The PC shows that the North Pacifig CO
sink strengthens when the zonal winds associated with the
PDO are stronger. This can be seen from the CEOF-1 pat-
tern of CQ and wind stress components in the top-panel of
Fig. 10. Both PCs (Figs. 9 and 10) and PDO index signif-
icantly correlate with each other (using a 95 % confidence
interval).

The CEOF analysis was also done between @ixes and
sea surface height (SSH) anomalies. The concomitant anal-
ysis of CEOFs of C@ and SSH as well as CQand SST
provides insights into the dominant mechanisms ob@®
terannual variability in terms of dynamic and thermodynamic
contributions. Figure 11 shows CEOF analysis of,Gd
SSH anomalies. The top-panel of the figure shows that the
S ] ] interannual variability of C@has a similar structure in SSH
is significantly low; see Fig. 1) and the dynamic component,g that found in SST and wind stresses. This co-variability
of the CQ flux variability (see discussion below). In fact CO, fluxes with SSH, SST and wind anomalies show
the Aleutian low and the _Kur(_)shio add s_ignificant dynamic their strong mutual coupling through dynamics and thermo-
Compone_nt to the flux variability. The variance explained by dynamics. For example, the subtropical gyre shows a CO
CEOF-1is 18%. sink in the CEOFs of C@with SST and SSH. This leads to

We also calculated the CEOF of G@ux and wind stress  the conclusion that there is a dominant thermodynamic con-
anomalies. We choose the wind stress in this analysis betrol on CQ, fluxes in the subtropical gyre. For example, a
cause it offers a squared wind relation with the LCiix, cold SST anomaly leads to a sink of g@rough enhanced
which corresponds to the squared wind speed and variancsolubility. On the other hand, the shoaling of thermocline
used in the C@exchange calculation. The results are shownin the subtropical gyre and the increase in surface DIC has
in Fig. 10. The top-panel shows the CEOF-1 of{JlDx and  no net influence on CPfluxes since it is counteracted by
wind stresses, which is very similar to the CEOF-1 of CO increased solubility and a relatively small increase in,CO
flux and SST (cf. Fig. 9). Wind stresses (vectors) show theflux. The role of the dynamics is thus muted by the thermo-
dominant mode of wind pattern corresponding to the warmdynamics. It is worth mentioning that the seasonal cycle of

Fig. 8. Partial correlation between net air-to-sea Cilix anoma-
lies and PDO after removing the correlations betweer, @ax
anomalies and ENSO. COlux data from assimilation are used.
Correlations significant at 90 % confidence interval are shaded.

Biogeosciences, 9, 47492, 2012 www.biogeosciences.net/9/477/2012/



V. Valsala et al.: North Pacific air-sea CQ flux variability 487

| | | | | | | | | | | | | |
_ s . - |
eon— CHOF—1 of COZ e L gaon— CEOF—1 of C02 and Wimd

(mol_-":m;i_-gr} Al

J (mel/mz2/v1) i

| e T ) ]
een|CEOF—1 of S5TA J ,i’ - oy | CEOF—1 of SSTA and Wind B} L.
i~y o o
- ¥ i 2 0 YR 3 0.
"N - — h o i i 1y Lo ~
# 4 eo,\{' ah = 3{5", 0.3 llp_/a :j‘—# .ff_ E“’\a;‘\-; ‘/J_.'_ n_\ : " 0.3
80N — Y P & FL s 80N — W 54 e o Y I
L . 2, ) a1 (5 s e N T o1
. RN o) eﬁi\bﬂ\?\\ A=k - .Iﬁ’giﬁ'._/éi,{_ ‘;%"_Lf NN -
" e f ’ r 4§ “ L= SRR - 1 ,'(
T - W LY -
- - - ) f -
35N — - B 57N i o
- s
o | . ; | s

1000 ooeg 0o | ageep 0 0 1 dmpe 0 L0 0 ageew Lo oy

-1.0 _204

PC—=1 )
PO INDEX - PEOINEE L

-2.04 . . ~ T . F -- — f . ~ ~ T . ‘ d
Correlation 0.58 Variance 187 Correlation 0.52 Variance 207

—— T T T T T T T B R e e L e e e o e e LA s ey s
1980 1985 1990 1995 2000 1980 1985 1990 1995 2000

Fig. 9. (top) The spatial pattern of CEOF-1 for net air-to-seapCO Fig. 10. Same as Fig. 9, but for CEOFs of @@ux and wind stress
flux anomalies (negative represents £flux from atmosphere to  anomalies. The middle panel is same as the middle panel of Fig. 9,
ocean and vice versa) and (middle) that for SST anomalies. (botbut CEOF-1 wind stress vectors overlaid.

tom) PC-1 (black-line) and PDO (redline). Time-series are signifi-

cantly correlated above the 5% level.

tentative quadru-pole shape in the CEOF of (Dx (top-

panel of Fig. 12). For the purpose of comparison, the re-
CO; fluxes in the North Pacific is nearly an order of mag- gional clustering of correlations as explored in Sect. 3.1 is
nitude larger than the corresponding interannual variability.repeated in the middle panel of the figure. This panel sug-
The seasonal cycle of GQlux is strongly influenced by the gests that the combined influence of dynamics and thermo-
thermodynamics of the mixed layer, and slight changes in thalynamics can cause such regional homogeneity of flQ
seasonality from year to year drive interannual variability of variability in response to the PDO. The bottom panel of the
CO; fluxes in the subtropical gyre of the North Pacific. figure shows the PC-1 of CEOF, the e@PDO and PDO

The thermodynamic control on GQluxes, however, ap- indexes. They significantly correlate with each other (using

pears to be weaker in the subarctic North Pacific. This is2 95 % confidence interval; correlations range between 0.54
elicited by examining the top-panels of Figs. 9, 10, and 11.2nd 0.62).
These three panels show that there are marked differences in The spatial and temporal correlations between CEOF-2 of
the CQ flux variability explained by SST, wind and SSH. CO, and other variables described above in the CEOF anal-
In order to see what causes the regional clustering of correysis were also similar and significant. This is consistent
lations of CQ fluxes with PDO (see Sect. 3.1), we carried with the findings of McKinley et al. (2006) in that the first
out the combined CEOF analysis of g@ux, SST and SSH two EOFs show significant correlations with PDO. However
together and results are shown in Fig. 12. The combinedhe relation and independence of EOF-1 and 2 type inter-
variability of SST and SSH (or can be rightfully interpreted annual variability between PDO and ENSO have been dis-
as covariability of thermodynamics and dynamics) causes @&ussed in several previous studies and a clear conclusion is
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Fig. 11. Same as Fig. 9, but for CEOFs of g@lux and SSH
anomalies. Fig. 12. (top) Spatial pattern of C&flux from CEOF of CQ flux

with SST and SSH. (middle) Same as top-left panel of Fig. 4. (bot-
tom) PC-1, CQg-PDO and PDO index (see Fig. 4 caption for more
not available yet (Lorenzo et al., 2008; Latif and Barnett, _details). The correlation (0.58) shown is between PC-1 and PDO
1996). Therefore, we restrict our analysis to the first modedndex-
of EOFs.

5 Discussion and conclusion Although the correlative as well as CEOF analyses identi-
fied a spatial structure of COlux variability with the PDO,
Several features of the interannual variability of air-seg CO the magnitude of the anomalies is relatively small. This can
flux linked to PDO are isolated in this study. The results leadbe expected in the case of North Pacific {idixes because
to interesting insights in terms of assessing the trends in th& has weak interannual anomalies. We regressed the PDO
surface oceapCQO». Our analysis puts forward a recommen- index against C@fluxes over the four-poles depicted in the
dation that we should take into account the natural variabilityabove analysis and found that the net variability is a sink of
while assessing the secular trends in @0, of the North  0.015 PgCyr?! (Fig. 13). In the figure, the regressed anoma-
Pacific, especially when they are based upon short term oblies are shown only where the SNRs of interannual variabil-
servations. Our analysis suggests that such trends could Lity are above one. The regressions are shown only for those
a manifestations of the larger natural interannual to decadahanomalies whose amplitude is above 1-sigma. It is interest-
variability. Takahashi et al. (2006) examined the 30-yearsing that a positive PDO causes a net air to sea flux in the
of trend from sparse observations available. They noted thalNorth Pacific, but we note that this value is derived only over
except for the Bering and Okhotsk Seas pit&0, trends are  a portion of the region of North Pacific which satisfies the
positive. However our analysis indicates a much finer re-SNR criteria. Therefore, the accuracy of this estimation may
gional characterizations of decadal variability in the North depend upon the model’s capability to capture the SNR ade-
Pacific. quately. The annual mean sink of €@ the domain under
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consideration is, however, nearly 0.35 PgCyrThe internal

variability and the inability to extract the internal variability
from limited data appear to be a major impediment to robust ~ e
conclusions about the source/sink variability in the domain.
Thus, estimating the SNR as best as we can becomes critical

The analysis presented here used three independent CQO 2~
products and attempted to extract the most robust features ir
the regional responses of air-sea£fdxes in the North Pa- @
cific to climate anomalies. In addition to the surface fluxes,
we also extended the analysis to the ocean interior in order **
to retrieve deep structures of interannual variability as visible
in the model outputs of DIC. Our analysis revealed that the ™.~ © L=~ " .=~ ' & o
subsurface DIC also responds to the thermocline movements
induced by the PDO forcing. For example, Fig. 14 depictsFig. 14. Correlations between DIC and PDO shown for the (top-
the correlation coefficients between model DIC and PDO in-panel) surface and for (middle-panel) 100 m depth level. Spatial
dex (top-panel) at the surface level and (middle-panel) at gpattern of SST from CEOF-1 of SST and g@ux is overlaid as
100 m depth level. The overlaid contours are that of CEOF-1contours. Bottom panel shows the vertical section of correlations
of SST and CQ. The cold SST anomaly reflects an increase a.ver.a.ged over a zonal c.jimensi.on of 340to 140 W. Correlations
in DIC both in the surface as well as at 100m depth, which in-Significant at 90 % confidence interval are shaded.
dicates a shoaling of the thermocline and subsequent increase
in DIC (see also McKinley et al., 2006). However, it is likely
that such an increase in DIC is ineffective in driving £0  thermocline in the subtropical region (te100 m) which is
flux responses which appear to be mostly controlled by th&yithin the reach of seasonal mixed layer, whereas they ex-
SST cooling, especially in the subtropical gyre of the Northtend to a depth greater than 300m in the subarctic region.
Pacific. This is confirmed by the GQlux anomalies in the  The seasonal amplitude of mixed layer depth (winter max-
subtropical gyre which show a sink (top-panels; Figs. 9, 10imym minus summer minimum) in the subtropical region
and 11) indicating an active response of £illixes to the 5 ~100m (with annual mean mixed layer depth of 110 m)
cold SST anomalies associated with the PDO (middle-panekyhereas in the subarctic region it is50m (with annual
Figs. 9 and 11). This leads to the conclusion that the thermmean mixed layer depth of 90m). The extent of vertical
modynamics (i.e., SST and G@lux relationships) plays & propagation of PDO signal in the subtropical region shows
dominant role in the subtropical Pacific. that the seasonal cycle of vertical mixing carries the PDO in-

Figure 14 also shows a vertical propagation of the PDOduced surface changes to the thermocline, again indicating
signal. The signal is illustrated as a vertical section of cor-that the thermodynamic cycle could be the dominant mech-
relation coefficients between DIC and PDO, averaged zonanism of air-sea C®fluxes in that region. In contrast, the
ally over 140 E to 140 W. The correlations extend to the vertical propagation of the PDO signal in the subarctic is

zonally averaged r [140e—140w)
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much deeper even with the shallow seasonal amplitude of thand will be reported elsewhere. To the extent that climate
mixed layer depth of only 50m. Therefore, one may assumechange is expected to manifest into changes in ENSO and
that the role of dynamical changes in thermocline depths mayDO, the climatic impacts on the carbon cycle are also ex-
be significant in this region. This is consistent with the CE- pected to occur through these dynamic-thermodynamic pro-
OFs between C®and SSH as well as between €@nd  cesses in addition to ecosystem responses. Our study will
SST in the subarctic region. The SSH induced deepenindropefully provide a framework to assess the response of the
of the thermocline and negative G&ux anomalies should air-sea exchanges of GGnd the oceanic carbon cycle to
be noted especially in the eastern subarctic gyre (see Fig. 11¥limate change.
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