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Abstract

Four carbonate system variables were measured ffacsu waters during an ocean
acidification cruise traversing northwestern Euapshelf seas in the summer of 2011. High
resolution surface water data were collected fatiglapressure of carbon dioxid@GO,;
using two independent instruments) and pH usingtoie pH scale (pk), in addition to
discrete measurements of total alkalinity and dNv&sb inorganic carbon. We thus
overdetermined the carbonate system (four measumedbles, two degrees of freedom)
which allowed us to evaluate the level of agreenbetiveen the variables on a cruise whose
main aim was not intercomparison and thus wheralitions were more representative of
normal working conditions. Calculations of carb@asystem variables from other
measurements generally compared well with direcdepkations of the same variables
(Pearson’s correlation coefficient alway$.94; mean residuals were similar to the respectiv
accuracies of the measurements). We therefore wda¢hat four of the independent datasets
of carbonate chemistry variables were of high dqualA diurnal cycle with maximum
amplitude of 41 patm was observed in the differeoesveen thg@CO, values obtained by
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the two independent analyticalCO, systems, and this was partly attributed to irragul
seawater flows to the equilibrator and partly toltgical activity inside the seawater supply
and one of the equilibrators. We discuss how thesees can be addressed to improve

carbonate chemistry data quality on future researngises.

1 Introduction

Accurate determination of the inorganic carbon eystis a key requirement for ocean
acidification studies, as it forms the basis fasemsments of biological and biogeochemical
responses to changes in ocean carbonate chemsstayrasult of rising atmospheric €O
concentrations. It is also essential for the detsatron of the air-sea fluxes of GO
calculation of carbon budgets and estimation aframogenic C@concentrations in different
water masses. When the carbonate system is overile¢el, it is possible to test if the
different variables are consistent with one anotii@is requires that more than two of the
measurable variables (total dissolved inorganibaarCy), total alkalinity @Ay), pHr, and
partial pressure or fugacity of G@pCO,, fCO,)) are determined.

Several at-sea intercomparison studies have takare gn recent years that compared
different pCQ instruments. Kdrtzinger et al. (1996) carried what may have been the first
intercomparison study in coastal waters between s$malarly designed underwagCO,
systems. They found a remarkable agreement betweenwo simultaneously measured
pCO, datasets even though the spatial variability ifiese pCO, in the North Sea was high.
The average difference was 0.2 patm (standard tmvie= 1.2 patm), indicating no
systematic difference. The difference tended tdigbest during the most pronoungedO;
gradients. Kortzinger et al. (2000) reported onoagrehensive shipboard, international
intercomparison exercise which used one discrett saven underway systems for the
measurement dCO,. This exercise showed that underWw&{, can be determined to a high

level of precision (x 2 patm) with a variety of ddurator and system designs.

Other workers have undertaken at-sea intercompexrisb different variables. For instance,
Johnson et al. (1999) compardgd;, fCO, and Ar measurements during the same
intercomparison exercise as reported flo©, by Kortzinger et al. (2000). These scientists
found a systematidCO, overestimation of 9 patm when calculated fr&@a and Ar
measurements relative to obsenf&®,. Lamb et al. (2001) investigated 25 cruises in the
Pacific Ocean where at least two of the four inorgacarbon variables were determined.
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They examined the consistency of the dataset uSigified Reference Material (CRM)
analyses, precision of at-sea replicate analysgeement between shipboard analyses and
replicate shore based analyses, comparison of @wa&gr values at locations where two or
more cruises overlapped or crossed, consistendy ettter hydrographic parameters and
internal consistency between multiple carbon védemimeasurements. Using all this evidence
the carbonate data was adjusted for inconsisteaciesa combined dataset was constructed,
which showed thatC; and Ar had an estimated overall accuracy of 3 pmdi kand

5 umol kg', respectively.

Other studies pointed out some inconsistenceseMilét al. (2002) noted that the use ofrpH
and Cy from field measurements from the Atlantic, Indi@guthern and Pacific oceans
yielded standard errors ()l of +22.3 patm in calculategCO, and + 4.3 umol K§ in
calculatedAt. Lueker et al. (2000) noted that observed valigsC®, above 50Quatm were
by, on average, 3.35 % (fCO, was 500 patm that will be 17 patm) higher th@0O,
calculated fromCr and Ar. This tendency towards a larger differences batweeasured
pCO, and calculatepCO, at higherpCQO, levels was also observed by McElligott et al.
(1998), suggesting that it might result from inaecy in the formulation of the solubility
coefficient of CQ in seawater (). However, this apparent discrepancy has not genb
explained satisfactorily (Dickson, 2010). It is piie that an unidentified acid-base system
affects the calculation gbCO, or that one or more dissociation constants fod-aeise

equilibria are not well parameterised at hgf#O, (Dickson, 2010).

The aims of our study were to evaluate the qualftpur observations of inorganic carbon
variables and to investigate differences betweeresied and calculated variables in order to
identify means of improving data quality. Our stutlifers from some previous work in two
respects: firstly, our study was undertaken in aefwaters of shelf seas where spatial
variability is high; and, secondly, the study wast rdesigned at the outset as an
intercomparison exercise, which normally involvelacmg all the instruments in one
laboratory, sampling from a single seawater supplg an intense focus on every aspect of
the carbonate chemistry measurements. Insteadjn8teuments were in three separate
laboratories, with samples taken from four différes@awater outlets and the operators
conducting multiple tasks as part of the multidifioary research activities undertaken on the
cruise. Therefore our findings are more represaetatf a typical multidisciplinary research

cruise.
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2 Material and methods

The data used in this study were collected in tgod 06 June to 07 July 2011 during the
RRSDiscovery research cruise D366 in northwestern Europeari seas. The cruise formed
part of the UK Ocean Acidification Research Progreen Two variables of the carbonate
system pPCO, and pH), plus salinity and sea surface temperature, werasured at a high
temporal resolution (every 5 min for op€0O, system CO,-1), every 6 min for pkl and
every 1 min for a seconpCQO, system CO,-2)). These instruments received a continuous
flow of water from the ship’s underway continuoeswwater supply (intake positioned at ca. 5
m depth). In addition, nutrients (nitrate plus itetr phosphate and silicat&); and Ar were
sampled every 2 h from the underway supply, anal @dlected in surface waters sampled by
CTD casts (samples obtained from the samplingéoltisest to 5 m depth; typically between
2.0 and 8.2 m). Continuous temperature and condtyctlata were obtained from a Sea-Bird
Electronics SBE45 thermosalinograph (TSG) instaltad the ship’s underway supply.
Discrete surface water samples for salinity (S)enasllected every 4 h in order to calibrate
the conductivity measurements. Discrete salinitpy@as were analysed using a salinometer
(Guildline Autosal 8400B). Photosynthetically Aativrradiance (PAR), radiation between
400 and 700 nm was measured as part of the shipteamological parameters with a 2-pi
sensor (Skye Instruments, model SKE 510) positi@ated m height.

2.1 Carbonate chemistry analysis

2.1.1 Partial pressure of CO,

Quasi-continuous measurementsp@fO, in surface water and marine air were undertaken
using two different instruments (hereaff@€O,-1 and pCO,-2). The pCO,-1 and pCO,-2
systems undertook 6,187 and 26,671 measuremestsfate watepCO, during the cruise,

respectively.

System 1: SystemqpCO,-1 was an underwapCQO, instrument (PML-Dartconkive pCO;,) as
described in detail by Hardman-Mountford et al. Q&0 with the modified ‘vented’
equilibrator introduced by Kitidis et al. (2012)hd instrument was located in a mid-ship

chemistry laboratory. The system used a vented-stiead equilibrator, with ambient light
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blocked out, to equilibrate seawater £@ith a headspace. In order to maintain atmospheric
pressure in the equilibrator headspace, the urstweated to a second equilibrator, which in
turn was vented to the atmosphere via a 2 m cositahless steel tubing (1.5 mm internal
diameter). The equilibrator was fitted with 2 phatn resistance thermometers (Pico
Technology, model PT100) and a water-jacket sugplieth seawater from the ship’s
underway seawater system. A seawater flow of 11ih™ was maintained across the
equilibrator. The average warming between the shipiderway seawater intake and the
equilibrator was 0.5 °C (standard deviation = 0C). °Atmospheric measurements of £0
were taken from an intake located forward on thekdmbove the ship’s bridge. Both gas
streams from the equilibrator headspace and thalair were dried in a Peltier cooler (-20
°C). Mixing ratios of CQ and water in the marine air and equilibrator hpade were
determined by infrared detection (LI-840, LI-COR)easurements were referenced against
secondary calibration gases from BOC Gases (UK) witown CQ mixing ratios (0, 251.3
and 446.9 pmol COmol?) in synthetic air mixtures (21 % oxygen and 79 &togen). All
calibration gases underwent pre- and post-cruiddradon against certified primary
standards from the National Oceanic and Atmosph&diministration (NOAA), which had
values of 244.9 and 444.4 umol €@ol™.

System 2: SystepCO,-2 was an underwagCO, system located in a container laboratory
positioned on the aft-deck of the ship. The inseotrsetup and calibration procedures are as
described by Bakker et al. (2007), with the exaeptof the vented equilibrator. The
percolating packed bed-type equilibrator was idmhtio the one described by Schuster and
Watson (2007). The equilibrator of transparent pexswvas positioned next to the window of
the container without blinds. Atmospheric samplesrevtaken from an air inlet located
forward on the deck above the ship’s bridge. Samfrlem the equilibrator headspace and
marine air were partially dried by being passeaulgh an electric cool box at about@,
prior to analysis. Mixing ratios of Gand water in the marine air and equilibrator hpade
were determined by infrared detection with a LI-COR000. The LI-COR was calibrated
using secondary gas standards BOC Gases (UK) va¢hn@xing ratios of 2.4, 260.9, 364.2
and 473.umolCO, mol* in an artificial air mixture (21 % oxygen, 79 %trogen). All
calibration gases underwent pre- and post-cruiddradon against certified primary
standards from the NOAA, which had values of 2534%.2 and 448.8 pmol G@nol™*. The

seawater flow to the container laboratory was lyigfalriable throughout the cruise. This was
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due to the location of the container downstreamarofntermittently large water demand for
an experiment. The water flow was regulated to aimam of 1.8 L mift', to avoid flooding

of the equilibrator and C{analyser during sudden spikes in supply. The whiertended to
gradually decrease to very low flow over 6 to 12Ttvo platinum resistance thermometers
positioned in the upper and lower part of the seéamstream determined the temperature of
the seawater in the equilibrator (a PT probe (Omegth modified electronics). Average
warming of the seawater between the intake andethwelibrator was estimated as 0%
(standard deviation = 0€). The large temperature deviations reflected itinegular
seawater flow to the equilibrator. In addition, fhest-cruise temperature calibration of the
PT100 sensors showed excessive drift of °GSelative to the pre-cruise calibration. The
absolute calibration of the temperature sensorstivagfore deemed unreliable. Equilibrator
temperatures from 13 June (09:57) to 17 June (}ha%e been reduced by 0C, while
equilibrator temperatures after 19 June (21:57eHaeen increased by OC to remove the

negative temperature changes.

The precision of both LI-COR’BCO, measurements wagthtm, established using standard
gases. We estimated different accuracies for tluestygtems: ftatm for the systeqpCO,-1
and 10uatm for systenpCO,-2. ThepCO, was computed from the G@ixing ratios and the
ship’s barometric pressure corrected frommiBeight to sea level, and corrected for seawater
vapour pressure (Weiss and Price, 1980). Sea sip€(0, data were corrected to sea surface
temperature to account for the warming betweenstwvater intake and the equilibrators
(Takahashi et al.,, 1993). The accuracies of thepéeature measurements inside the
equilibrators were estimated to be 0°@and 5°C for pCO,-1 andpCO,-2 respectively.

pCO,-1 measurements were backdated by 1 min @@@,-2 measurements by 3 min to
account for the travel time of the seawater betwibenseawater intake and the respective
equilibrators. The time offsets (1 min and 3 miejvieen seawater intake and equilibrators
were chosen objectively as those producing thermum standard deviation between paired
equilibrator and intake temperatures. The intercamspn exercise was carried out on the
datasets after they had been adjusted accorditiget@procedures just described, including

corrections to in-situ seawater temperature desdribove.
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2.1.2 pHt

Surface water pHwas measured continuously with an automated im&nt located in the
mid-ship chemistry laboratory and connected to shg’s underway seawater supply. The
pHr system undertook 29,950 measurements. The sulfatéution and the processes that
controls pH in this cruise have been described by Rérollel.ef2@14). The measurement
technique, described by Rérolle et al. (2013), wased on a colorimetric method using
Thymol Blue as pH indicator (Clayton and Byrne, 39®Rérolle et al., 2012). pHwas
determined on the total pH scale. Measurements meade every 6 min with a precision of
1 mpH (Rérolle et al., 2013). Three bottles of Tii$ buffer provided by Dr Andrew Dickson
(Scripps Institution of Oceanography, Marine Phgkicaboratory, University of California
San Diego, USA) were analysed at the beginningdhlaidnd end of the cruise to check the
accuracy of the pH measurements, which was 4 mpH. The Thymol Bluanetbn
coefficients were determined in the laboratorydeding the cruise, applying the salinity and
temperature ranges observed during the cruise,thdtindicator’s dissociation constant taken
from Zhang and Byrne (1996). Measurements at sea made at the seawater temperature
plus 0.2 °C due to warming between the seawatakénaind the pH instrument. In order to
minimise absorbance interference by particulatemdime filter (0.45 um pore size, Millex
HP syringe filter MilliporeExpress® (PES) membraB8 mm diameter, Millipore) was
placed at the entry of the sample tube. ChromaopHdissolved Organic Matter (CDOM)
only absorbs weakly in the visible where Thymol &8kbsorbance is measured (<3 % at 435
nm and <1% at 596 nm) and is accounted for in #avater blank. CDOM absorbance
interference is thereby cancelled out. Additionatheasurements at the wavelength 750 nm
(not affected by Thymol Blue indicator) were usedrmonitor for sample turbidity and

instrument drift.

2.1.3 Dissolved inorganic carbon and total alkalinity

Samples forCr and Ay analysis were collected from the underway seawsu@ply (322
samples in total), and shallow depths sampled épses) using Ocean Test Equipment
bottles on the CTD frame following procedures dethin Bakker et al. (2007). All samples
were fixed with 50 pL of saturated mercuric chlerigdHgC}h) solution per 250 mL seawater.
The samples were analysed in duplicate on repl2afemL samples bottles. Two VINDTAS

3C (Versatile Instrument for the Determination afrdtion Alkalinity; Marianda) were used

7
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to determineCy andAr, with CRMs (batch 107) analysed in duplicate @randAr at the
beginning, middle and end of each use of a coulometll. One VINDTA was used for
surface water samples and the other one for CTB.cBer consistency, we checked offsets
between those underway and CTD samples which wes® than 30 min apart. Because
underway sampling was often stopped when we werstation, only 19 stations could be
checked. The average offsets between CTD and suviater samples from the continuous
supply were 0.3 and Opimolkg™® for Cr andAr, respectively. This is below the accuracy of
the method and so we merged the data from theypastof sampling and the two VINDTA
3C instruments. The concentration@f was determined using coulometric analysis (Johnson
et al., 1987). Analysis foAr was carried out by potentiometric titration witiidnochloric
acid to the carbonic acid end point (Dickson, 1980Nhe accuracies of th€r and Ar
measurements were 2.0 and frBolkg’ and the precisions 1.7 and futholkg?,
respectively (159 CRMs analysed in duplicate). ¢bmbined carbonate chemistry dataset is
available via the British Oceanographic Data Centre at
https://www.bodc.ac.uk/data/published_data_libicatdlogue/10.5285/f56e35bc-635e-0ab5-
€044-000b5de50f38Yith doi: 10.5285/f56e35bc-635e-0ab5-e044-000b5t850

2.2 Nutrients

Analyses of nitrate and nitrite, phosphate ancca# were undertaken using a segmented
flow auto-analyser (Skalar San+) following methdéscribed by Kirkwood (1989). Samples
were stored in 2BL polycarbonate vials and kept refrigerated atraxmately 4 °C until
analysis (conducted within 12 h after sampling)tridat concentrations were used for the

calculations of the carbonate chemistry system.

2.3 Carbonate chemistry calculations

We applied the CO2SYS programme (MATLAB versiong\lis and Wallace, 1998; Van
Heuven et al., 2011) to all possible pairs offppCO,, Ct andAr measurements to calculate
the other variables, using the carbonate equilibaastants described by Mehrbach et al.
(1973) and refitted by Dickson and Millero (198hg(e after Mehrbach constants). We used
the Mehrbach constants because they led to theleshabconsistencies between different

high-accuracy measurements in previous observatgindies (Clayton et al., 1995; Lee et
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al., 1997; McElligott et al., 1998; Wanninkhof dt, &999). However, we also compared
against results calculated using constants from &ogl. (1993), Lueker et al. (2000) and
Millero et al. (2006) (Sect. 3.3).

For the dissociation constant of boric acid we uBgtkson (1990b), for bisulphate ions
Dickson (1990a) and for the ratio of total boronstdinity, we used Uppstrom (1974), but
also compared against results calculated usingetak (2010) (Sect. 3.3).

2.4 Intercomparison

The sampling frequencies p€0O,-1 and pH were both around 5 min, but the measurements
were not synchronised and were undertaken simutestg (within 1 min) on only 208
occasions. However, it was possible to interpofaite determinations (with a maximum

interval of 5 min) and thereby obtain values at pamable times.

Data from the underway temperature, salinity, PARO, and pH measurements were

retrieved at the times of nutriel@; andAr measurements.

Statistical analyses were used to determine thel lelv agreement between observed and
calculated carbonate system variables:

- Pearson’s correlation coefficient (r): A measaféhe degree of linear dependence between
two variables.

- Mean Residual (MR): Average difference betweea wariables, e.g. between the observed
values and the values calculated from measurenuéraspair of other carbonate variables;
MR will be negative if the observed values are werage lower than the calculated values.

- Root Mean Square Error (RMSE): Square root of iean of the squared differences
between the observed and calculated values.

Some properties of individual variables (as oppdsezbmparisons) are also used in Sect. 3:
* Accuracy is an expression of the lack of bias aldtes to the degree of agreement of
a measured value with the true value (as determisig) a CRM).
» Uncertainty characterizes the range of values witttiich the true value is asserted to
lie with some level of confidence. Uncertainty igerided from inaccuracy and
imprecision of measurements, and also from propagatf errors for calculated

variables.
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In this study, uncertainties in calculated valuesewdetermined by a Monte Carlo approach
as follows: 1) The original carbonate chemistryiafale values in the dataset were input into
the CO2SYS program (MATLAB version) (Van Heuvenakt 2011); 2) Artificial random
errors (normally distributed according to the cahlimit theorem, with a mean of zero and
standard deviation equal to the accuracy of measemg were calculated using a random
number generator; 3) New carbonate chemistry vigrighlues (the original ones plus the
randomly generated errors) were input into CO2S¥8&lculatedpCO,-1 and calculated
pCO,-2 have the same uncertainty because they depelydoonthe accuracies of the
variables from which they are calculatdthey are therefore identical for bgiE O, systems.
The calculated uncertainty of parameters calculated pCO,-2 as one of the input variables
is higher than those fropCO,-1 because the measurement accuracy was higherMidrte
Carlo approach has previously been used by Juretnalk (2009) to calculate uncertainties in
calcium carbonate saturation states.

In this paper we use accuracies and calculatedriantges as benchmarks. We use them to
provide an assessment of what it is reasonabl&gect for a match between observed and
calculated values. We compare values of accuratly MRs, and calculated uncertainties
with RMSESs, to evaluate if the calculated variabde in “good” agreement with the
measured variables. All comparison resulted in M&sIthan or equal to accuracy (with the
exception of predictions based p€0O, and pH andA; from C; andpCO,-1). In terms of
RMSE, all comparisons resulted in RMSE less thaitevihe uncertainty, except those
involving measure@CO,-2. On this basis we conclude that there is gelyegabd agreement
between measured and calculated variables, exbegt tcomparison involving measured
pCO,-2 or calculations from pHand pCQO,. For example, if the MR and RMSE between
measured and calculated (frofs and pCO,-1) Cr are -1.7umolkg™® and 3.9 pumokg?,
whereas the accuracy is 21folkg™ and the calculated uncertainty is 2.5 pkwt, then we
conclude that there is good agreement betweendltellated and measuréey values. As
another example, a RMSE of 0.008 and a MR of 0.8monstrates a good agreement
between measured and calculated (fr@n and Ar) pHr if the calculated uncertainty
according to the Monte Carlo approach is 0.005 thedmeasurement accuracy is 0.004. A
smaller MR on its own does not demonstrate a batjeeement; it should always be put in
context with RMSE, accuracy and uncertainty.

10
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3 Results and discussion

3.1 Comparison betweentwo pCO,systems

The pCO, datasets obtained using tipE€O,-1 and pCO,-2 systems were significantly
correlated (r = 0.956) < 0.001, df = 2679) (Fig. 1). We used a major axaxlel Il regression
because botpCO, datasets included uncertainyCO»-1 andpCO,-2 was not one dependent
controlled and one independent variable). We usedR code for Model Il Regression
(Legendre, 2014). The resulting equation of theeggjon ipCO,-1 = 0.9 (+ 2.1) + 0.99 (x
0.01) xpCO,-2. Confidence intervals are used for testing thk mypothesis of a slope of 1
and a y-intercept of 0 (Quinn and Keough, 2002e 9B % confidence interval of the slope
does include the value 1 and the 95 % confidenwval of the intercept does include the
value 0. The comparison between both se{3G8d, data revealed a mean residual of -2 patm
(PCOx-1 minuspCO,-2). The RMSE was 10 patm.

Kdrtzinger et al. (2000) reported that even afterrection of all differences between
equilibrator temperature readings and following imet synchronization procedure, the
remaining mean residual in their study was ca. tthJfar most of their cruise. The study by
Kdrtzinger et al. (2000) can be described as aal idgen ocean exercise with all instruments
sharing a common seawater supply, positioned irséimee laboratory and sharing common
calibration gases. Considering that our cruise tptdce in coastal waters with strong
gradients in temperature, salinity and chemicaiades (Rérolle et al., 2014), with the
instruments situated in different laboratories asohg different calibration gases, and known
water flow problems (Sect. 2.1.1), we conclude #rataverage difference of 2 patm and a
RMSE of 10 patm were good outcomes. The non-id@adlitions of our intercomparison did
not negatively affect the overall consistency (Mi¢atned comparable results to the study by
Kortzinger et al. (2000)). This result is also cargble with a previous (the only other)
coastal water intercomparison, described by Kogeinet al. (1996). In this study, where
there was highly variable spatipCO, distribution in the southern North Sea, the averag
difference between observed values was 0.2 paandatd deviation = 1.2 patm).

There have been a number of intercalibration exescofpCO, systems in an indoor seawater

pool at the National Institute for Environment Sasg] Japan (in 1993, 1998, 2003 and 2009)
(Katayama et al., 1999; IOCCP, 2004; Pierrot et2409). Most of the instruments showed

good agreement (within 2 patm).

11
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The MR of the observepCO,-1 compared witlpCO, calculated fronCy andAr was 3 patm
(n=43), and 0pCO,-2 was 1 patmn(= 156), both MR within the measurement accuracy of
the instrument (Table 1). The accuracies ®f and Ar were #2.0 umol kg and
+1.5 umol kg respectively, and this translates into a propabja€0, uncertainty of

4 patm. This is a clear example of where the MRsdoet provide whole story, because
pCO,-2 compared to calculated fro@r and Ay had a smaller MR but higher RMSE and
lower r thanpCO,-1 (Table 1). Lower MR does not necessarily meat there is a better
agreement, because positive values may compensgagive values, as is the case here. The
ranges of the residuals were (-7 to 14) patm a@@ {@ 39) patm, fopCO,-1 andpCO,-2
respectively. Both of the mean residuals were wathin the expected accuracy pCO,
calculated fromCt and At measurements (Millero, 2007). The residuals of tthe pCO,
datasets are presented in Fig. 2. A diurnal cy@s abserved in the residuals after 8 days of
the cruise, with the amplitude increasing over tiam reaching a maximum difference
between the tw@CO, systems on julian day 177 (Figs. 2 and 3). Theamee difference
(PCO,-1 minuspCO,-2) was -2 patm and the maximum difference wasatinu

Temperature forms a critical parameter p@0O, calculations, with for example temperature
differences of 2 °C translate infCO, differences of 32 patm. The two analytigglO,
systems were not in the same laboratory and threrefater spent different lengths of time
and took different routes between the ship’s seawatake and the two equilibrators, and
therefore warmed differently.This temperature dffeas more important when the ship sailed
through strong surface water temperature gradi®apid changes in seawater temperature of
up to 2-3 °C miit were observed on julian day 180. However, suchdragmperature
changes at the seawater intake may not fully tea@shtopCO, changes in the equilibrator,
as equilibratopCQO; is effectively integrated over the equilibratiameé (around 8 min for
CQO; in both equilibrators). Small differences in thquiibration time between the two
systems, i.e. how rapidly they respond to a changeawatepCO,, may account for some
of the observed differences between observationxliiy-1 andpCO,-2. Moreover, no trend
was observed between the difference in measp@0-1 andpCO,-2 versus the difference
between the temperature in equilibrator 1 and daessirface temperature, whereas a positive
relationship was observed for equilibrator 2 (Hy. The discrepancy between the tp0O,
systems was negative at low light levels (at nigBO,-1 was smaller thapCO,-2) and
positive during daylight hourpCO,-1 larger tharpCO.-2) (Fig. 3). This pattern is consistent

with respiration at night and photosynthesis durihg day in the seawater supply to the
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pCO,-2 equilibrator or in the equilibrator itself. Thength of the seawater pipes to
equilibrator 2 was about twice as long as to elgrator 1. Furthermore, the equilibrator of
pCO,-2 was subject to direct daylight, compared to p@&O,-1 equilibrator which was
shielded from light. A multiple regression analygias performed to estimate the relative
importance of two factors (the temperature diffesebetween the two equilibratoraTeg)
and PAR) in determining the size of th€0, differences ApCO, = pCO,-1 - pCO,-2). A
correlation coefficient of 0.47 between the premlictariables £Teq and PAR) indicated that
they are not strongly correlated. Tolerance (oritiverse of the variance inflation factor) is
0.78 indicating no colinearity problems as thisueails well above the tolerance threshold of
0.1 (Quinn and Keough, 200Z2yhe analysis indicated that the correlationApCO, with
ATeqand PAR was statistically significant (p < 0.00815 587.6) and that the two parameters
together explained 38 % of thgCO, variance.ATeq and PAR were found to individually
explain 17 % and 18 % respectively of the variamc@apCO,. Thus we conclude that the
diurnal pattern in thgCO, differences between the two instruments were chuse a
combination of: (a) biological activity in the sea@r system or in equilibrator 2, and (b)
variations in water flow and temperature pertudiaiinpCO,-2 (Sect. 2.1.1). The first issue
should be addressed in future studies by proteci@eawater tubing and equilibrators from
light and by regular cleaning of the seawater iatakd equilibrators. In addition, the flow
rate of the ship’s seawater supply should be keptstant, while the water flow to
equilibrators should be sufficiently large and ddooe kept constant by using a water flow
controller. Furthermore, the temperature measurtsneside the equilibrator need to be
accurate, in agreement with Kdrtzinger et al. (3G0@ as implemented in the Surface Ocean
CO, Atlas (SOCAT) by making an accuracy of 0.05 °Ctfoe equilibrator temperature a pre-
requisite for data set quality flags A and B (P&tikl., 2013; Bakker et al., 2014).

3.2 Intercomparison of measured and calculated vari  ables

The results of the intercomparison between obsecadabnate chemistry variables and those
calculated from different pairs of measured vagabare presented in Table 1. Statistical
techniques were used to evaluate the agreemeneébetihe observed and the calculated
values. The comparison between observed ahtl pH calculated from observedr andAr
showed a mean residual of 0.001plhits and a RMSE of 0.008 pHinits (Table 1). This

compared to the 0.004 pHunits accuracy of the measurements. The lineareletion

13



a b~ W N

© 00 N O

10
11
12
13
14

15
16
17
18
19
20

21
22
23
24
25
26

27
28
29
30
31
32

coefficient (r) between observed and calculatedeslvas 0.952. pHtalculated fronCy and

At had an uncertainty of 0.005 pinits. The RMSE corresponded to twice the accuodcy
the pH measurements, and slightly less than twice theertmiaty expected from the
calculation, so we conclude that there was goodeagent between calculated and measured

pHr.

The value of pHl calculated fronpCO,-1 andAr had a RMSE of 0.006 when compared to
measured pi and the same calculation wpkCO,-2 led to a RMSE of 0.013 (Table 1). The
calculated values of pHusingpCO,-1 andAt were therefore better (lower RMSE) thantpH
calculated fromCy and Ay, whereas the calculations usip@O,-2 and Ar had a higher
RMSE. Calculations of pHfrom the combination opCO, with either Cy or Ar may be
expected to yield more accurate estimates thawledilens of pH from Cr andAr (Table 1),
because they do not require reliable estimatekeobécond dissociation constant of carbonic
acid and are relatively insensitive to uncertastieCy andAr (Millero, 2007). However, this

is not always the case, as shown here.

pCO;, calculated fronCr andAr compared to theCO,-1 andpCO,-2 observational datasets
showed RMSE values of 6 patm and 12 patm, and meségtuals of 3 and 1 patm (Table 1).
This compares to an accuracy associated with dimeisurement gbCO, of 4 patm for
pCO,-1 and 10 patm fopCO,-2. pCO, calculated fromCy and At is predicted to have an
uncertainty of 4 patm. We therefore conclude thetaalculated dataset is in good agreement

with the measured dataset.

Lueker et al. (2000) report that the mean relatifierence between measurielo, andfCO,
calculated fromCy and Ay (for fCO, less than 500 patm) was 0.07 % (standard deviation
= 0.50 %). For example, fCO, was 400 patm that will be 0.3 patm (standard dievia=

2.0 patm)For fCO, above 500 patm, there was a mean relative diféerern 3.3 % (standard
deviation = 1.2 %). For example, iI€O, was 500 patm that will be 16.5 patm (standard
deviation = 6.0 patm).

pCO, and pH do not make a good pair for predicting other Jdea because CGQOand
hydrogen ion concentration are smaller than cafgeoreand bicarbonate concentration.
Therefore, relatively small errors in @@nd/or hydrogen ion propagate into relatively ¢arg
errors in carbonate and bicarbonate concentratvben the system is computed frgp80,
and pH. This is also indicated by our data, where thermeaiduals foAr andCr (observed

minus calculated) are comparable to the calculatezkrtainties, but are both one order of
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magnitude greater froCO, and pH than the accuracy and precision of observatioabl€r
1).

Cr calculated fromAr and pCO, had RMSE values of 3.9 pmolkgand 7.2 pmol kg
compared to the measurement datasets of sygi€@s1 and 2, and mean residuals of -1.7
and -0.3pmol Ky (Table 1). This compares to an accuracy associatéd direct
measurement o€ of 2 pmol kg". Ar calculated fromCy and pCO»-1 had a MR of to
2.1 umol kg* and a RMSE value of 4.6 umolkgand the calculated uncertainty was
3 umol kg* (Table 1). This compares to an accuracy associgtaddirect measurement &4

of 1.5 pmol kg

Several papers have raised the issue of the ingfamtganic acids on computations of the
CO, system in coastal waters (Kim et al., 2006; HedearAyon et al., 2007; Kim and Lee,
2009). Dissolved organic matter produced by phgidgdon during photosynthesis can
potentially make a significant contribution to seaev total alkalinity although we saw no

evidence for this in our study (analysis not shawn)

During three days in the same coccolithophore blawencollected additional samples of
filtered Cy andAr from the underway seawater supply. The filteriregwarried out using an
in-line filter (Sartorius Sartobran 300 Sterile sale, 0.45 um pore size). In this way we
studied the effects of the presence of calcite nalngarticles in the surface waters Gnand

Ar measurements. The average differences betweetietedi and filtered samples were
2.4 umol kg' and 3.7 pmol kg for Cr and Ar, respectively, with values in the unfiltered
samples being higher. The differences betweencagpk of filtered samples were on average
higher than those of unfiltered samples. The dffiees between measuredpahd pH
calculated from filtered and unfiltere@r and Ar were -0.003 and 0.005, respectively. The
difference between measur@€O,-1 and pCO,-2 and pCO, calculated from filtered and
unfiltered Cr and Ar were -4 patm in both cases. An influence of digsmh of calcite
particle onCy and Ar measurements would be expected to lead to filt€ednd Ar being
lower than unfiltered with discrepancies twice asgé for Ay as for Cy. This ratio was
however not exactly observed in our study, and @ehdes unclear from our observations
whether dissolution of CaGOparticles affectedCr and Ar measurements. Filtration of
samples forCy potentially introduces a further error through £l@ss by turbulence and
ebullition, which can affect th€; measurement, although we took precautions to avoid
bubbles in the filter.
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So far in this paper we have checked the consigtehihe carbonate system and assessed the
quality of the carbonate system measurements. (véna sizes of the offsets between
measured and calculated values agreed well witheaapons based on theoretical
calculations and expected accuracies of measurementur out of the five independent
datasets of carbonate chemistry variables are dkdmde of high-quality and therefore
suitable to be used as a basis for evaluationseimpacts of ocean acidification by other
scientists on the some cruise, see for instancedpers by Poulton et al. (2014) and Young
et al. (2014).

Next, we examine possible reasons for discrepamtissrved during theCO, measurements
using pCO,-2 (points 1 to 3 below) and make ‘good practicecammendations from
investigation of the remaining discrepancies (oidt and 5 below). Some of these

recommendations are new and some are not but nleiths good to compile them all:

1. The duration of seawater transit in the ship’s uwdg system from the seawater intake to
the point of sample collection or measurement (3 toin) varied between the carbonate
chemistry measurements. It is important to recagthe period of time it takes for the
seawater to arrive in the equilibrator op@O, instrument. This will allow correction for
the difference between the intake temperature hacetuilibrator temperature. This has
already been emphasized by Dickson et al. (200@® dmission of a time correction
results in unrealistic spikes in the differencewssin seawater temperature and the
temperature inside the equilibrator. Appropriatengerature correction will reduce
artificial variability in pCO,, even though the averag€O, value is still likely to be
correct. In addition, both the underway seawatestesy and the equilibrators tend to
smooth out short-lived signals in temperature p8®,, because of the time the water
spent travelling along the underway water supply iaside the equilibrator. These delay-
times can affect the measurement reliability by stmimg out strong gradients. These
effects are particularly important in regions wistpid changes in carbonate chemistry and
sea water temperature, for example in shelf se@mnegwith freshwater inputs, in
continental shelf break regions with enhanced e&rtnixing (internal tides or upwelling)
and in regions with sea ice melt. The effects adrgl gradients opCO, have been noted
by Kortzinger et al. (1996) and Kortzinger et 20Q0).

2. To obtain high qualitypCO, datasets we recommend special care be taken kath t

operation of the equilibrator systems, includingcajeful control of the seawater supply
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and the water flow through the equilibrator (Konger et al.,, 1996); b) accurate
temperature readings (Kortzinger et al., 2000;rBieat al., 2009; Bakker et al., 2014) and
c) prevention of phototrophic growth in the equiitor by complete shielding from light.
The last recommendation, as far as we know, is aed we recommend that all

equilibrators are fully covered.

. When comparing a pair of variables, it is importeEmexamine the residuals as a function

of time as well as constructing a scatterplot &f wariable against the other. For example,
from examination of Fig. 1 alone we would not haslentified the diurnal variation

between the twpCO, systems (Fig. 2).

. Differences between the recorded sampling timethadctual sampling time also need to

be taken into accounCy and Ar are discrete measurements, wipleO, and pH are
near-continuous measurements. In addition to #esir times between the intake and the
instrumentpCO; is an integrated measurement over the timescaquifibration (around
8 min) and pH is an integrated measurement over the timescaldliof the sample
chamber (ca. 60 seconds). When comparing carbarfegmistry datasets, corrections
should be made for the asynchronous times of saropliection for the different

variables.

. It is recommended to characterise the extinctioeffmments of each batch of pH-

indicator-dye on the instrument used for ship-bgatidanalysis, rather than use published
values (Clayton and Byrne, 1993; Zhang and Byr@861 Hopkins et al., 2000; Mosley et
al., 2004; Gabriel et al., 2005; Liu et al., 201This is particularly important where the
indicator has not been purified (Yao et al., 208yl where the detection system has a
wider optical bandwidth than that used in the &tare to characterize the indicator (here
the optical bandwidth used for our pH system is205Am (Rérolle et al., 2013)). The
discrepancy between pHsalues calculated with our coefficients and valoakulated
with coefficients from Zhang and Byrne (1996) wasw 0.02 pH units (Rérolle et al.,
2013). Rérolle et al. (2013) estimated that abo@O®pH units of the observed
discrepancy was due to impurities in the indicatiod about 0.015 was due to the wider
bandpass detection window in our ship-board pHesysiThis recommendation has been
made before by Liu et al. (2011) and Yao et al0@0
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3.3 Ratio of total boron to salinity and carbonate constants

The calculations of the carbonate chemistry vagisere undertaken for a second time using
another ratio of total boron to salinity (Lee et, &#010) for the combinations of pairs
involving Ar (because the ratio of total boron to salinity omhfluences calculations
involving Ar). We then compared the results obtained againsethsing the original ratio of
total boron to salinity from Uppstrom (1974). Ssatally significant differences (ANOVA,
p-values < 0.001) were seen for b@B0O, and pH calculated fromCy and Ar using the
different ratios of total boron to salinity. Thesere also significant differences between
values calculated frorAr and pH and fromAr andpCO,-2 using the different constants, and
At calculated from botlCr and pH andCy andpCO,-2. There were, however, no statistically
significant differences when calculating pHom pCO,-1 or pCO,-2 andAy, or pCO,-1 and
pCO,-2 calculated from pHandAr (Fig. 5 and Table 2). This was because the caloulaf

pH from pCO, andAr is mainly driven bypCO, and notAr (and the same when calculated
pCO, from pHr andAy). The residuals were on the whole smaller whenguie ratio of total
boron to salinity from Uppstrom (1974) comparedusing Lee et al. (2010) (Fig. 5). The
differences between mean residuals were 5 patm70fHr units, 2.9 umol kg and

3.2 umol kg for pCO,, pHr, Cr and Ay, respectively when substracting results obtained
using the constants from Uppstrom (1974) from thalsained using the constants from Lee
et al. (2010). These discrepancies might not besignificant in an ocean acidification
context, but they are substantial in terms of aa-8ux calculations in coastal waters. Overall,
for our ranges of temperature and salinity, Uppstd974) gave the best results when

compared to observed values for carbonate chenviatigbles.

The calculations of the carbonate chemistry vaesblere undertaken for a third time using
other sets of carbonate constants (Roy et al., ;19%Xker et al., 2000; Millero et al., 2006).

We then compared the results obtained against thsisg the original carbonate constants,
from Mehrbach and the total boron to salinity rasfdJppstrom (1974). We omitted the pair

pHr-pCO; from consideration because they are not a goodgratihe calculations.

Statistically significant differences (ANOVA, p-was < 0.001) were noted when using the
Roy et al. (1993) constants (hereinafter Roy) toutatepCO,-1 andpCO,-2 from Cy andAr,

Ct or pHr or Ar and pH. The use of Lueker et al.’s (2000) constants (hafter Lueker)
produces results that do not yield statisticallyngicant differences from Mehrbach when
calculatingpCO,-1 andpCO»-2 from Cr andAr, Cr or pHr or A and pH. The use of Millero
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et al.’s (2006) constant (hereinafter Millero) ddt yield statistically significant differences
from Mehrbach when calculatingCO,-2 from Cr andAr, Cr or pHr or Ar and pH. The
maximum mean residuals were always observed wheg &oy’s constants (up to 23 patm
when calculatingpCO,-2 from Cy andAr) (Table 3). The calculatgaCO, values using the
constants of Roy were significantly higher than sthoby Mehrbach in other studies
(Wanninkhof et al., 1999). McElligott et al. (1998howed a good agreement between
measuregCO, andpCO, calculated fronCt andAr using Mehrbach at the sea surface.

There were no significant differences when cal@gapHr from pCO,-1 and eitheCr or Ar.
However, there were statistically significant difaces when using Roy for calculatingpH
from pCO,-2 andCy or Ar. Of particular importance, the mean residual gaisicantly higher
when using Roy’'s constants to calculatergkom Cr and Ar (Table 3). McElligott et al.
(1998) noted that all four Gparameters measured during the NOAA Equatoriafi&0,
cruises were internally consistent when using thvestants of Mehrbach et al. (1973) refitted
by Dickson and Millero (1987) at 20-25 °C, if speghotometric pH values were increased
by 0.0038 (value proposed by DelValls and Dickst#9@g)).

For calculations ofZr and Ar, the constants by Roy led to a mean residual éurtiom 0
(statistically significant) than using Mehrbachr@a differences between paired values).The
reasons for the occasional significant differernoetsveen constants are not entirely clear and
investigating the discrepancies is beyond the scbpleis work. Objective comparison of the
constants is difficult because of differences betnwvthe ranges of temperature and salinityO
over which the constants were measured, and theeciitting procedures differed
(Wanninkhof et al., 1999).

The constants by Mehrbach were determined in @glifseawater using the seawater pH scale
with a range in temperature between 2 and 35 °Cimrgdhlinity between 20 and 40. The
constants by Lueker were measured in natural seawaing the total pH scale with a range
in temperature of 2-35°C and in salinity of 19-43ieker et al. (2000) converted the
constants by Mehrbach to the total hydrogen ion qudle. The constants by Roy were
measured in artificial seawater using the totalggllle with a range in temperature of 0-45 °C
and in salinity of 5-45. The constants by Roy hbeen used for studies in the polar waters
(Jutterstrom and Anderson, 2005; Chierici et a011). The constants by Millero were
measured in natural seawater using the seawatescald with a range in temperature of O-

50 °C and in salinity of 1-50. Dickson et al. (2D@&ported that the constants by Lueker were
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in reasonable agreement with those reported by @f. (1993). In our study this did not
appear to be the case.

Overall, the use of constants by Lueker gave simmdaults to those of Mehrbach (perhaps
unsurprisingly because they are refitted from camtst by Mehrbach) but led to larger mean
residuals. Although using constants by Millero dat usually lead to statistically differences
compared to Mehrbach, the residuals were overghidrithan when using either the constants
by Mehrbach or Lueker. Our dataset confirms thatdbnstants by Mehrbach provided the
best quality results as previously demonstratedother studies examining the internal
consistency in the laboratory (Lee et al.,, 1996gKar et al., 2000) and in the field
(Wanninkhof et al., 1999; Lee et al., 2000).

4 Conclusions

Our results show that it is possible to obtain geodsistency between measurements of
different variables of the carbonate system, eudside the somewhat artificial conditions of
an intercomparison exercise. However, our retrasgedntercomparison revealed several
sources of discrepancies, leading to the follomiegommendation for best practice: a)
undertake characterization of the pH-indicator-dgeorder to obtain correct extinction
coefficients for the dye and analytical systemha temperature and salinity range used; b)
take into account the transit time of seawater fribra intake to the equilibrator, when
comparingpCO, with other simultaneous measurements; c) exanesiduals as a function of
time in order to detect temporal biases in measengsn d) prevent phototrophic growth in

pCO;, equilibrators by completely shielding them fronpegure to light.

We obtained smaller average residuals when usiagatio of total boron to salinity from
Uppstrom (1974) rather than Lee et al. (2010) amerwusing the carbonate constants by
Mehrbach et al. (1973) (refitted by Dickson and It (1987)) rather than Roy et al.’s
(1993), Lueker et al.’s (2000) or Millero et al(3006). As found in other studies (Millero,
1995; Cullison Gray et al., 2011), the variables piHdpCO, are far from an ideal pair for
calculation ofCt or Ar, emphasizing the desirability of developin@aor At sensor capable

of autonomous high resolution measurements.
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1 Table 1. Results of comparisons between direct ureagents and values calculated (using
2 the software CO2SYS) from measurements of othelabias. r is Pearson's correlation
3 coefficient, df is degrees of freedom, RMSE is nmatan square error and MR is mean of the
4 Residuals. The measurement accuracy is from SectNdte that calculate¢pCO,-1 and
5 calculatedpCO,-2 have the same uncertainty because they depdpaorihe accuracies of
6 the variables from which they are calculatddhey are therefore identical for bogCO,
7 systems Calculated uncertainty of parameters adilusingpCO,-2 as an input variable is
8 higher than those usimCO,-1, because the measurement accuracy is higher.
9
Comparison statistics Benchmarks
e e o RusE R Clcuaed, Medsuremen
Crand pH 0.984 31 3 4
?E;zml) Arand pH 0.990 27 2 4 4
CrandAr 0.987 43 3 4
Crand pH 0.949 97 11 4 4
?Ee?tzmz) Arand pH 0947 93 11 4 4 10
CrandAr 0.937 156 12 1 4
CrandAr 0.952 218 0.008 0.001 0.005
ArandpCO,-1 0.991 27 0.006 0.002 0.003
pHr ArandpCO,-2 0.951 93 0.013 0.004 0.011 0.004
CrandpCOs,-1 0.984 31 0.006 0.004 0.004
CrandpCQO,-2 0.943 97 0.014 0.004 0.013
Crand pH 0.996 218 4.4 -0.2 3.1
A CrandpCO,-1 0.997 43 4.6 2.1 3.0
4. CrandpCO,-2 0.991 156 8.6 0.4 7.0 1.5
(kmol kg’)
pHr andpCO,-1  0.802 27 36.3 -12.8 35.5
pHr andpCO,-2  0.596 93 75.6 -23.1 72.8
Arand pH 0.994 218 4.0 0.2 2.4
c ArandpCO,-1 0.997 43 3.9 -1.7 2.5
4. ArandpCO;-2 0.989 156 7.2 -0.3 5.8 2.0
(Lmol kg“)
pHr andpCO,-1  0.680 31 32.2 -18.8 31.9
pHy andpCO,-2 0.528 97 69.8 -21.9 63.4
11
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1 "These columns have the same units as the firsinolu
2
3  Table 2. Directly measured pHoartial pressure of GpCO,-1), dissolved inorganic
4  carbon Ct) and total alkalinity A7) are compared to values calculated for the contibins
5 of pairs involvingAr using different ratios of total boron to saliniBMSE is root mean
6 square error and MR is mean of the residuals. Wodlifferent ratios of total boron to
7 salinity are from Lee et al. (2010) and Uppstro®@74). The carbonate constants are from
8 Mehrbach et al. (1973) refitted by Dickson and bfdl (1987).
9
Ratio of total boron to salinity: Lee Uppstrom
Measured variable Calculated variable from RMSEMR RMSE MR
0CO-1 (natm) Arand pH 5 1 6 2
CrandAr 10 8 6 3
0CO»-2 (natm) Arand pH 11 3 11 4
CrandAr 14 6 12 1
CrandAy 0.012 - 0.005 0.008 0.001
pHr ArandpCO,-1 0.006 0.002 0.006 0.002
ArandpCO,-2 0.013 0.003 0.013 0.004
A Crand pH 6.6 2.9 4.4 -0.2
(umol kg CrandpCO,-1 7.3 5.3 4.6 2.1
CrandpCO,-2 10.7 3.6 8.6 0.4
c Arand pH 6.1 -2.7 4.0 0.2
1 ArandpCO,-1 6.1 -4.4 3.9 -1.7
(Hmol kg’)
ArandpCO,-2 8.9 -3.0 7.2 -0.3

10
11

12

13
14
15

" These columns have the same units as the finsbrool

Table 3. Comparison of directly measuredrpphrtial pressure of GQpCQO,), dissolved
inorganic carbon(y) and total alkalinity A1) to values calculated using different carbonate

constants. RMSE is root mean square error and Mirean of the residuals. The two
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different carbonate constants are from Roy etl&98), (Millero et al., 2006), Mehrbach et
al. (1973) refitted by Dickson and Millero (198 fjdaLueker et al. (2000). The ratio of total
boron to salinity is from Uppstrom (1974).
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Carbonate constants: Mehrbach Roy Millero Lueker
Measured variable Calculated variable romnRMSE MR RMSE MR RMSE MR RMSE MR’
Crand pH 5 3 10 11 8 8 6 4
pCO,-1 (Hatm) Arand pH 6 2 9 8 8 7 6 3
CrandAt 6 3 26 25 8 5 6 3
Crand pH 11 4 14 11 13 9 12 5
pCO,-2 (natm)  Arand pH 11 4 14 10 13 9 12 5
CrandAt 12 1 28 23 13 3 12 0
CrandAt 0.008 0.001 0.022 -0.016 0.007 0.004 0.007 0.002
ArandpCO,-1 0.006 0.002 0.010 0.008 0.009 0.0070.007 0.003
pHr CrandpCO,-1 0.006 0.004 0.012 0.012 0.009 0.0090.007 0.005
ArandpCO,-2 0.013 0.004 0.015 0.010 0.015 0.0090.013 0.005
CrandpCO,-2 0.014 0.004 0.018 0.013 0.016 0.0100.014 o0.006
A Crand pH 4.4 -0.2 12.4 9.0 3.9 -1.8 4.0 -1.1
1 CrandpCO,-1 4.6 2.1 17.8 16.3 5.8 3.5 4.4 1.8
(Lmol kg)
CrandpCO,-2 8.6 04 20.0 14.5 9.6 1.8 8.5 0.1
Arand pH 4.0 0.2 11.4 -8.3 3.6 1.6 3.7 1.0
“ Avandpcord 39 17 148 -136 49 30 37 -15
(Lmol kg)
ArandpCO,-2 7.2 -0.3 16.5 -12.1 8.0 -1.5 7.1 -0.1
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white circles) and b) the phototosynthetically eetiadiance (PAR (W 1), in black circles)
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1 and thepCQO, difference between instruments 1 andudtin; white circles) measured over

2 five days.
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Figure 5. Box-and-whisker plots of the residualsMeen measuredCO,-1 (a), pCO»-2 (b),
pHr (c), Gt (d), Ar (e) and the respective estimates calculated frafferent pairs of
measured variables (denoted on the x axis) fotwesets of ratios of total boron to salinity.
Grey plots depict the distributions of residualghngshe constants of Uppstrém (1974), and
white plots denote whose using Lee et al. (2018 Boxes show the median and th& agd
75" percentiles; dots are th& &nd 95 percentiles. Table 2 presents the RMSE and MR.
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