Replay to anonymous Referee #3

This paper investigates the metabolic balance énShrgasso Sea during an eddy event through the
use of in situ dissolved oxygen measurements ceschitith a 1D model and through in vitro bottle
incubation studies. The aim of the paper was toiségere was a discrepancy between the two
methods when they are conducted in an eddy andwhather a frequent explanation of in situ vs
in vitro differences due to mesoscale variabilgyreasonable. The authors found that the two
methods disagree in the eddy. This paper was isiiege and well-written and | recommend
publishing it after minor revisions.

My largest disagreement with the paper is that lbseathe two methods disagree in this particular
eddy the authors state that mesoscale featuresnateresponsible for causing the difference
between the in vitro and in situ techniques. Howetl® authors also state that this eddy is in a
state of decline. Thus perhaps it is not surpridingt the in vitro technique, which has a shorter
time scale and a more local spatial scale, showeaterotrophy reflective of just the decline phase
of the eddy while the in situ technique which agesaover longer temporal and spatial scale may
be reflecting production during both the grown ashecline of the eddy. Thus while this work is
certainly valuable, | do not think the authors aatessarily conclude that in general eddy features
cannot explain the difference between the techsiqlibus statements like the one on page 3251,
lines 15 to 17 are too strongly worded.

The in vitro measurements were made on 22 Junesafidgust, while the in situ estimates are
based on oxygen profiles from 21 June to 4 AuguBtus the in situ estimates do not reflect a
period earlier than 21 June, but span the sameftange as the in vitro measurements.

However, we agree with the Referee that just bexausitu and in vitro NCP did not agree in eddy
C1, that does not prove that in vitro and in sitGmNdoes not agree in other eddies. We have
modified our statements to say that our findingthis eddy suggests (but does not prove) that the
differences between in vitro and in situ NCP akelyi methodological or submesoscale rather than
due to undersampling of mesoscale fluxes.

| appreciated the details given about how the medes constructed and the various formulations
used. Such detail is necessary in order for a reddeevaluate the work. Have the authors
considered the possibility that their optimizati@echnique may be finding a local minimum rather
than truly the biological oxygen flux?

The “cost function” that the optimization schemenmnimizing is the difference between the
observed and model oxygen profiles. As the obseoxgden profiles are fitted almost exactly (Fig.
2b), the oxygen model does not reach a spuriou lamimum in the cost function. Regarding the
optimization ofxk andw, both Cases 1 and 3 (effectively) optimize onlg @arameter each, and it
was easily to see that there were no other locaimai. In Case 2 we never found an instance with
more than one minimum, though optimizing two parerse simultaneously did require a
combination of descent and “scatter” methods to enakre we found the global minimum
accurately.

In Table 2, the fluxes for advection at 100 m hodzontal advection are both very large — much
larger than the NCP. How are errors in the two #igxcoupled? How much uncertainty is added to
NCP estimates because of the uncertainties assacigith these fluxes?

While the uncertainty of any one of the verticaffuliion, vertical advection and horizontal
advection terms is quite large, these estimatesnateindependent. Conservation of volume



constrains that high horizontal advection can oekyst with high vertical advection, and the
observed temperature evolution constrains thaticaradvection can only be high if vertical
diffusion is low. These relationships cause theipacts on the oxygen budget to largely cancel.
Consequently the variance in the net advectiorfftigion term is much smaller than the variance in
any individual term.To accumulate the errors in the three terms adédf twere independent
estimates would be a mistake. This is now discuss&ection 3.4 (see next comment).

Overall, a more extensive discussion of the uacgies would be good. It seems like the
uncertainty in the in situ NCP is given as the dtd deviation between the three cases but what
about systematic uncertainties associated with gugin1D model? Or with the gas exchange
paramterizations? With uncertainties in the oxygeasurements?

In Section 3.4 we now discuss many additional uag®ies associated with the modelling of the
gas transfer velocity, mixed-layer depth, uncetiain the initial and final profiles and the,O
calibration. In particular, we recently became awairthe gas transfer velocity formula of Ho et al.
(2006, Geophysical Research Letters 33, L1661 ,nawv use this instead of Wanninkhof (1992).
We now include these uncertainties in the errameges in Table 2 (see below):

“3.4. Oxygen model sensitivity tests

The oxygen model infers the NCP from the tempohainge in oxygen concentration, the air-sea
flux and the net advective-diffusive input. Here weamine the uncertainty in each of these
estimates. In addition to providing our error esties, this shows where improvement is most
needed for making NCP estimates with this model.

The impact of the uncertainty in the initial anddi mean temperature and oxygen profiles was
estimated by trying different station combinatidoscompute the mean profiles (e.g. station 18
versus station 20 as the initial profile on 21 Jume-running both the temperature and oxygen
models with the new profiles for Case 2, and commguihe standard deviation of the resulting NCP
estimates. The estimated 0-100 m NCP uncertaiatiest 4.4, 3.3 and 3.2 mmol,@? d* for
periods 1, 2 and 3, respectively. Thus sensititdgtpur ability to accurately estimate the initialda
final conditions (based on the variability of thieserved profiles) is significant. The sensitivity o
the air-sea flux and the advection+diffusion estamdo the mean profiles was smaller, averaging +
1 mmol @ m? d™.

The air-sea flux estimate relies on several factbesfirst being the ©data calibration. The air-sea
diffusive flux is driven by the supersaturationdaas this is only a few percent, a small calibratio
error can have a large impact. According to the BAMlethods handbook (Knap et al. 1993), field
precision of bottle samples using the Winkler mdthersus CTD profiles can vary from 0.005 to
0.03 ml L. We will consider here a possible systematic cafibn error of 1 mmol ©m* added to

(or subtracted from) all profiles. This causes @amencertainty in the air-sea flux of £ 3.2 mmal O
m? d*, which propagates directly into the NCP estimatdsugh the impact on the
advection+diffusion term is negligible.

Another source of uncertainty in the air-sea flaxhe equation used for the gas transfer velocity.
To test sensitivity, the gas transfer velocity af &t al. (2006) was increased and decreased by 30%
in Case 2, spanning the formulas of Wanninkhof 298nd Nightingale et al. (2000). The
Wanninkhof and McGillis (1999) formula is not cotesied as it includes the bubble flux within it,
though for a case unlike here in which the bublie &nd diffusive flux were in the same direction.
The 30% uncertainty changes the average air-ssabfju+ 3.5 mmol @ m? d*, which again
propagates directly into the NCP uncertainty, wiggligible impact on the advection+diffusion
term.

Sensitivity to the bubble flux formula was examirfedall Cases in all 3 periods. The Stanley et al.
formula yielded a 43-day mean downward bubble 862.1 mmol Q@ m? d* while the Woolf and
Thorpe formula yielded 7.1 mmol,@n? d*. These are both close to the summer estimate a HO



of approximately 8 mmol ©m? d* (Hamme & Emerson 2006), and counterbalance mae tialf

of the upward air-sea diffusive flux. This 2.0 mniy m? d! decrease in the bubble flux causes
only a 1.1 mmol @m? d!increase in the net air-sea flux and the NCP, lmeéhe model requires
oxygen concentrations to match the observed values.

Sensitivity to our linear MLD time series was esited as follows. As a perturbation run, the MLD
was fixed for the first 24 hours to the initial epged MLD, and then it was changed abruptly to the
final observed MLD for the remainder of the perié@r the opposing perturbation, the MLD was
fixed to the initial MLD until switching to the fad MLD in the final 24 hours. While this
perturbation method is crude, it likely encompasses standard deviation of the variability. Note
that the original profiles did not show great dairmariability (Figure 1). This yielded NCP error
estimates of + 0.3, 3.5 and 1.1 mmal @2 d* for periods 1, 2 and 3 respectively, greatest for
Period 2 because of its long duration and the Idifference between the initial and final observed
MLD. The uncertainty in the advection+diffusionrtewas on average + 0.4 mmoj} @72 d*.
Sensitivity to the uncertainty in the diffusivith@ vertical velocities is illustrated in Table 2hil¢

the uncertainty of any one of the vertical diffusiosertical advection and horizontal advection
terms is quite large, these estimates are not amgnt. Conservation of volume constrains that
high horizontal advection can only exist with higgrtical advection, and the observed temperature
evolution constrains that vertical advection camydre high if vertical diffusion is low. These
relationships cause their impacts on the oxygeméueb largely cancel. Consequently the variance
in the net advection + diffusion term is much smathan the variance in any individual term. The
uncertainty ink versusw causes an uncertainty in the net advection + slffuterm of £ 2.3, 0.7
and 4.0 mmol @m? d* for periods 1, 2 and 3 respectively, with simitapact on NCP estimates,
though only an average uncertainty of + 0.3 mmgpir® d* on the air-sea fluxes.

Horizontal advection of T and Qradients (e.gudO./0x) was neglected in the models, which is
justifiable as follows. Eight of the nine runs imbfle 2 have no horizontal divergence below the
mixed-layer (i.ewgaq= 0). The remaining one has very weak divergenzeivithe downwelling
occurs over a 20 km radius, the outward horizovetdcity below the mixed layer at radius 20

Km is Wyatr /2 = 4x10° m s'. More significant is the horizontal convergencattbccurs in the
mixed layer that feeds the downwelling. In the mestreme case (Period 1 Case 3) the inward
horizontal velocity at 20 km radius V&naar?/2nrzmg = 9.5x10° m s*. For the temperature model,
any heat gain frorndT/0x in the mixed layer is already included in the rsmtar surface heat flux,
which is computed as the difference between theergbd heat gain and the other fluxes. For
oxygen, from CTD data and underway surface measmsdO,/0x in the mixed layer is estimated
as 5x10 mmol O, m* (i.e. a concentration difference of 1 mmoj @2 over 20 km), such that
udO,/ox vertically integrated over the mixed layer de@b{ma 00,/0X) is 0.28 mmol om?d?
This is negligible compared to the estimates arwktiainties in Table 2.

Another simplification in the temperature model wihe use of a constant solar heat flux.
Variations in the solar flux indicated by the stopbd and NCEP data were estimated, but were
found to be a negligible source of error relatiwéhte other sources.

The error estimates given in Table 2 are the squeot of the sum of the squares of the
uncertainties related to the initial and final e, G calibration, gas transfer velocity, bubble
flux, mixed layer depth and the role of advectioarsus diffusion. The other error sources
mentioned above were estimated as negligible inpewison. Although the error estimates are
considerable, the model-derived in situ NCP estsatre statistically significantly greater than the
in vitro NCP estimates.”

A little more detail on why those particular statfowere selected would be useful.

This is now discussed in a little more detail in fhist sentences of Section 2.2:



“The location of eddy center as a function of timas estimated from a combination of Sea level
Anomaly (SLA), expendable bathythermograph (XBT)X afscoustic Doppler Current Profiler
(ADCP) data (McGillicuddy et al. 2007). Of the CTddations within 20 km of this estimated
location, stations were chosen as representing eddier based on their temperature and salinity
(T-S) properties and the vertical displacementh&iirt main and seasonal thermoclines (Table 1,
Figure 1).”

Sometimes K is given in units of m2 and sometimes in cm2Lslt would be better for the authors
to be consistent.

K units have been converted t3 st through the manuscript.



Table 2. Model resultstyeepis the vertical diffusion coefficientymax and waq are vertical velocity parameters, NCP is net comitgyproduction of

oxygen, STD is standard deviation. df@t, NCP and all subsequent oxygen fluxes are inoimO, m? d*. The air-sea ©flux is defined negative

upward while the diffusive and advective fluxes at 100 m are defined negative downward,niegative indicates a loss to the 0-100 grir@egral.

STD is computed as the square root of the sumeoéttor variances from various sources (see Se8tin

. 21 June — 1 July 1 July — 27 July 27 July — 3 August
Var_ltable Mean Mean Mean
(units) Case 1 Case 2 Case 3 (+STD) Case 1 Case 2 Case 3 (+ STD) Case 1 Case 2 Case 3 (+ STD)
Kdeep(M? s?) 31x10" |4.0x10° |1.0x1C 27x10 | 48x10° | 1.0x10 3.2x1¢ 1.21x10" | 1.0x10°
Winax (M day?) 0 -0.53 -0.57 0 -0.46 -0.51 0 -0.38 -0.54
| Wraq (day?) 0 0 0 0 -35x10 |0 0 0 0
d[O,)/dt, 0 - 100 m 0.6 0.6 0.6 -17.1 -17.1 -17.1 4.9 -14.9 -14.9
NCP, 0 — 100 m 19.3 16.0 15.6 17 (+ 6) -3.1 -3.3 -4.9 -4@&7) | 139 8.4 3.6 9(£8)
Air — sea Q flux -7.6 -8.7 9.1 -8 (+ 4) -3.4 -4.3 -3.1 -4@&7) |95 -9.2 -9.0 -9 (£ 6)
Diffusive flux at 100 m -11.1 -1.4 -0.4 -10.6 -1.9 -0.4 -19.4 -7.7 -0.7
Advective flux at 100 m 0 -118.5 -127.4 0 -101.5 | -113.4 0 -84.9 -120.3
Horizontal advection 0 113.1 121.7 0 94.0 104.8 0 78.4 111.4
Advection + diffusion -11.1 -6.8 -6.0 -8 (+ 2) -10.6 -9.5 -9.0 -10¢2) | -19.4 -14.1 -9.6 -14 @ 5)




