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Abstract

We analyze how biases of meteorological drivers impact the calculation of ecosystem
CO2, water and energy fluxes by models. To do so, we drive the same ecosystem
model by meteorology from gridded products and by “true” meteorology from local ob-
servation at eddy-covariance flux sites. The study is focused on six flux tower sites in5

France spanning across a 7–14 ◦C and 600–1040 mm yr−1 climate gradient, with for-
est, grassland and cropland ecosystems. We evaluate the results of the ORCHIDEE
process-based model driven by four different meteorological models against the same
model driven by site-observed meteorology. The evaluation is decomposed into char-
acteristic time scales. The main result is that there are significant differences between10

meteorological models and local tower meteorology. The seasonal cycle of air tem-
perature, humidity and shortwave downward radiation is reproduced correctly by all
meteorological models (average R2 = 0.90). At sites located near the coast and influ-
enced by sea-breeze, or located in altitude, the misfit of meteorological drivers from
gridded dataproducts and tower meteorology is the largest. We show that day-to-day15

variations in weather are not completely well reproduced by meteorological models,
with R2 between modeled grid point and measured local meteorology going from 0.35
(REMO model) to 0.70 (SAFRAN model). The bias of meteorological models impacts
the flux simulation by ORCHIDEE, and thus would have an effect on regional and global
budgets. The forcing error defined by the simulated flux difference resulting from pre-20

scribing modeled instead than observed local meteorology drivers to ORCHIDEE is
quantified for the six studied sites and different time scales. The magnitude of this forc-
ing error is compared to that of the model error defined as the modeled-minus-observed
flux, thus containing uncertain parameterizations, parameter values, and initialization.
The forcing error is the largest on a daily time scale, for which it is as large as the25

model error. The forcing error incurring from using gridded meteorological model to
drive vegetation models is therefore an important component of the uncertainty bud-
get of regional CO2, water and energy fluxes simulations, and should be taken into
consideration in up-scaling studies.
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1 Introduction

The terrestrial biosphere is a key component of the global carbon cycle that receives
large attention in terms of climate change mitigation because of its current carbon sink
(Prentice et al., 2001; Schimel et al., 2001) and because of positive feedbacks with
future climate change (Friedlingstein et al., 2003). Process oriented Terrestrial Bio-5

sphere Models (TBM) are useful tools to quantify and understand carbon fluxes and
pools variability at a range of spatial scales, and to predict the response of ecosystems
in response to climate and environmental changes. Global or regional meteorological
fields on a grid, generated by numerical weather prediction models such as the Eu-
ropean Center for Medium-Range Weather Forecasts (ECMWF) or the National Cen-10

ter for Environmental Precipitation (NCEP) or by optimal data interpolation schemes
(Mitchell et al., 2004), are commonly used to drive TBMs for regional and global appli-
cations. Weather is the main driver of variations in CO2, H2O and heat fluxes on short
time scales going from days to months (Mahecha et al., 2007). Climate plays a key
role in interaction with biotic drivers, in controlling fluxes on seasonal to interannual15

time scale (Knorr et al., 2005; Peylin et al., 2005; Ciais et al., 2005; Richardson et al.,
2007). One of the first study acknowledging that bias in meteorological drivers affected
the estimation of photosynthesis (GPP) by models at regional scale is the one of Jung
et al. (2007). They found GPP differences over Europe of 34% on seasonal time scale,
and of 40–60% on interannual time-scale, given different drivers. However, how bias20

of meteorology translates into uncertainty on net ecosystem exchange (NEE), latent
heat (LH) and sensible heat (SH) fluxes has rarely been investigated in a systematic
approach (Sczcypta et al., 2011).

To tackle this problem, we use continuous measurements of CO2, H2O and heat
fluxes made by eddy-covariance technique at six flux tower sites in France. The six25

sites cover three forests, two croplands and one grassland site growing under con-
trasted climate conditions. The choice of France as a case study to analyze the
effects of meteorological drivers biases can be justified because a high-resolution
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meteorological forcing, SAFRAN (Durand et al., 1993, 1999), is available over the coun-
try, from the French meteorological service Météo-France on a 8 km by 8 km grid. The
SAFRAN regional high resolution forcing can be compared with other products from
coarser resolutions global weather analysis commonly prescribed as input to TBMs.

The TBM used in this study is ORCHIDEE, a process-oriented model that simulates5

ecosystem processes and resulting carbon, water and energy fluxes at the time step
of half-hour. This allows to calculate explicitly the diurnal variation of ecosystem fluxes,
which is not the norm in many biosphere models, and allows to be consistent with the
30 min acquisition time step of flux data (Baldocchi et al., 2001; Reichstein et al., 2005).
At each eddy-covariance site, meteorological parameters are measured online together10

with CO2, H2O, and heat fluxes. Site observed meteorology will be considered in the
study as the truth against which meteorological model products can be benchmarked.
For applications limited to sites, local meteorology is obviously the best possible driver
for TBMs. But for modeling regional carbon budgets, meteorological forcing is needed
on a grid, hence modellers cannot avoid using imperfect model datasets. Although15

there is a scale issue between local observations and gridded data from meteorological
models, the comparison at site scale is crucial to assess model performance at regional
scale. The questions addressed in this study are:

How different is meteorology at flux tower locations between local observation and
gridded atmospheric model fields?20

Is the uncertainty of modeled meteorology random or systematic?
What is the uncertainty of simulated ecosystem CO2, water vapour and heat fluxes

(here using the ORCHIDEE model) induced by errors in meteorological drivers at dif-
ferent time scales?

What is the sensitivity of ecosystem fluxes simulated by ORCHIDEE to each spe-25

cific meteorological driver? How does the “forcing error” incurring from meteorological
forcing compares with other model errors related to model structure and parameters
value?
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These questions are investigated for net ecosystem exchange (NEE), photosynthe-
sis (GPP), total ecosystem respiration (TER), latent (LH) and sensible heat fluxes (SH).
The time scales investigated go from hour to multi-years, yet with focus on the growing
season period. In the following, we describe the eddy-covariance data, the meteoro-
logical gridded data-products and the ORCHIDEE terrestrial biosphere model (Sect. 2).5

Then, we compare meteorological drivers from gridded data-products with local tower
observation (Sect. 3). The performances of ORCHIDEE to simulate the variability of
ecosystem fluxes are analyzed in Sect. 4, and the forcing error is estimated and com-
pared to other model errors in Sect. 5.

2 Material and methods10

2.1 Eddy-covariance data from six flux towers

The six sites cover a deciduous broad leaved beech forest (Hesse), a temperate needle
leaved maritime pine forest (Le Bray), a Mediterranean green oak forest (Puéchabon),
an extensively managed grassland (Laqueille) and two intensive cropland sites, in the
Paris region (Grignon) and in the south of France (Avignon), respectively. The sites15

location and climate space distribution over France are shown in Fig. 1. The entire
dataset represents a total of 42 site x years (Table 1). Site equipment, data acquisition
and processing (gap-filling) are described in Appendix A.

– Hesse (HES) is a beech forest of 40-year old in the northeast of France. The
growing season spans from 1 May to mid-October. The forest is thinned each20

4–5 years and approximately 20% of the basal area is removed each time. The
measured stand was thinned in winter of 1995/1996, 1999/2000 and 2004/2005.

– Le Bray (LBR) is an even aged maritime pine forest seeded in 1970, part of the
Les Landes forest near the Atlantic ocean. The growing season is almost all year
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round. The site is managed according to standard local management strategy
and was thinned in 1991, 1996 and in 2004.

– Puéchabon (PUE) is a 70-year old Holm oak forest, typical of Mediterranean
Southeastern France. It has a Mediterranean climate type. Rainfall mainly oc-
curs during fall and winter with about 80% between September and April, and the5

summer is very dry. The growing season goes mostly from March to mid-August.

– Laqueuille (LQE) is an extensively managed grassland located in Massif Central
(Central France). The growing season goes from the end of April until October.
During that period the grassland is grazed continuously with a mean stock of 0.6
livestock unit ha−1 per year and no fertilizer application.10

– Avignon (AVI) is a long established agricultural site located in Southeastern
France. Durum wheat, Peas and Durum wheat are the rotation grown during
2003/2004, 2004/2005 and 2005/2006, respectively. All are winter crops and
their harvest date is at the end of June. In 2007 sorghum, a C4 summer crop,
was grown and harvested in the middle of October. Irrigation is applied in particu-15

lar to Sorghum and Peas. In the following, we focus the comparison of AVI fluxes
with ORCHIDEE simulations (winter C3 crop type) for the periods of winter crop
cultivation.

– Grignon (GRI) is an intensive cropland site situated in the Paris area. The rota-
tion was maize-wheat-barley in 2005, 2006 and 2007, with mustard as intercrop20

between barley and maize. Maize is seeded by early May and harvested at the
end of September. Wheat and Barley are seeded in the middle of October and
harvested around early-to-mid July. The site is managed with superficial tillage
and a slurry application every three year at mustard sowing.

The growing season (GS) and peak growing season (PGS) are site- and definition-25

dependent. We define GS as the period going from 1 May to 30 September for all
sites, except for PUE where it is from 1 March to 31 August; the PGS, the two-month

2473

http://www.biogeosciences-discuss.net
http://www.biogeosciences-discuss.net/8/2467/2011/bgd-8-2467-2011-print.pdf
http://www.biogeosciences-discuss.net/8/2467/2011/bgd-8-2467-2011-discussion.html
http://creativecommons.org/licenses/by/3.0/


BGD
8, 2467–2522, 2011

Impact of forcing
error on simulated
ecosystem fluxes

Y. Zhao et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

period after GPP reaches its peak, spans from 1 July to 31 August for HES, LBR and
LQE, and 1 May to 30 June for PUE, AVI and GRI.

2.2 ORCHIDEE model

2.2.1 Model description

The ORCHIDEE terrestrial biosphere model describes the carbon, energy and water5

fluxes (Krinner et al., 2005) and ecosystem carbon and water dynamics. It contains
three sub-modules, a land surface energy and water balance model SECHIBA (de
Rosnay and Polcher, 1998; Ducoudré et al., 1993), a land carbon cycle model STO-
MATE, and a model of long-term vegetation dynamics that includes competition and
disturbances, adapted from Sitch et al. (2003). In this study, prescribed vegetation is10

used at each site (5 plant functional types PFT – see Table 1 – being relevant in this
study).

The half-hourly energy and water balance of vegetated and non-vegetated surfaces,
as well as canopy-level photosynthesis is modeled by using coupled leaf-level photo-
synthesis and stomatal conductance equations (Ball et al., 1987; Farquhar et al., 1980).15

Stomatal conductance is reduced by soil water stress (McMurtrie et al., 1990) function
of soil moisture and root profiles. Two soil water reservoirs are considered, a surface
reservoir which refills in response to rain events and which is brought to zero during
dry periods, and a deeper bucket reservoir of 2 m depth updated from evaporation, root
uptake, percolation and runoff on a daily time scale.20

Autotrophic respiration is modeled at half-hourly time step, and plant growth, mor-
tality, soil carbon decomposition and phenology at daily time-step. Leaf onset is
calculated as a function of growing degree-days and chilling days requirements,
or soil moisture changes specific to each PFT (Botta et al., 2000). Assimilated
carbon can be allocated to stems, leaves, fruits, carbohydrate reserves, fine and25

coarse roots. Allocation is controlled by phenology and by light availability, temper-
ature and soil water (Friedlingstein et al., 1999). Autotrophic respiration is the sum
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of temperature-dependent maintenance respiration processes and GPP-dependent
growth respiration processes. Litter and soil organic matter decomposition are cal-
culated on daily time-step using first order kinetics decay of 5 C pools based upon the
CENTURY model equations (Parton et al., 1988).

2.2.2 Model set-up for site simulations5

ORCHIDEE is run at each site driven meteorological data. The fractional coverage of
PFT at each site is prescribed according to site species data (Table 1). Soil type is set
identically at all sites with a 20% sand, 45% loam and 35% clay content. Each sim-
ulation includes an equilibrium spin-up run followed by a transient run. In the spin-up
run, observed meteorology for the period of observations are used cyclically to drive10

the model for 1500 years until equilibration of carbon (and water) pools is attained,
with < 0.05% yearly increment. Biomass pools reach equilibrium within typically 200
years. The atmospheric CO2 concentration is set to its present-day value of 370 ppm
during the entire spin-up. After spin up, the model is run during the period of observa-
tion with yearly atmospheric CO2 concentration (Globalview 2008: available online via15

anonymous FTP to ftp.cmdl.noaa.gov, path: ccg/co2/GLOBALVIEW). Given this ap-
proach, the long-term modeled carbon balance (NEE) is by construction equal to zero
on a multi-year basis, unlike observed at each flux tower. Therefore, ORCHIDEE NEE
is always biased because all the sites have a net CO2 uptake, of 300 g C m−2 year−1

on average for the forest sites, and 200 g C m−2 year−1 on average for the grass and20

crop sites (Table 1). At the cropland sites, where harvested biomass is exported away
from ecosystem, thus not respired, the flux-tower observed NEE is a permanent at-
mospheric CO2 sink compared to the model estimate of zero. This bias of long-term
NEE at each site, can be corrected by scaling the disequilibrium of soil C pools by an
empirical factor (Appendix D).25
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2.3 Local flux towers meteorology and gridded model products

2.3.1 Flux tower meteorology

Meteorological half-hourly forcing data required to drive ORCHIDEE are surface air
temperature (Tair), surface air specific humidity (Qair), precipitation (Rainfall), down-
welling shortwave (SWdown) and longwave (LWdown) radiation, surface pressure, wind5

speed and annual atmospheric CO2 concentration. The last three drivers have no
impact on the model output, and are thus discarded in the follow.

Observed meteorology (OBS) is recorded continuously on top of each tower, aver-
aged every half-hour and quality checked (Aubinet et al., 2000). Missing values are
due to instrument failure or violent weather conditions, with data-gaps of 1% for Tair,10

Qair, rainfall and SWdown and of up to 12-days in duration at few sites. Because run-
ning ORCHIDEE requires continuous forcing, these gaps were filled with the SAFRAN
model, using a linear regression between tower and SAFRAN daily data. Daily re-
gression results are further disaggregated into half-hourly values. Half-hourly Tair for
gap-filling is generated from SAFRAN minimum and maximum Tair using a sine wave,15

assuming that maximum temperature occurs at 14:00 and minimum temperature at
05:00 LT (Campbell and Norman, 1998). Daily rainfall for gap-filling is simply given an
even distribution throughout the day. Missing hourly SWdown data are gap-filled from
daily values and solar zenithal angle at each site. Note that LWdown is not measured at
LQE and HES, and covers a subset of the entire flux record at PUE (2004–2007). In20

case of missing measurement, LWdown is gap-filled by the empirical relationship:

LWdown =
(

cloudy+ (1−cloudy) · (1670 ·Qair)
0.08

)
·Stefans ·T 4

air (1)

where cloudy (cloud cover) is the ratio of SWdown to maximum SWdown under clear sky
condition, based on solar zenithal angle, Qair the specific humidity (kg kg−1), Stefans
the Stefan-Boltzmann constant (5.67×10−8 W m−2 K−4) and Tair the air temperature in25

K. Tests during period with observations show that this Eq. (1) overestimates mean
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annual LWdown by 5–15 W m−2. Comparison of ORCHIDEE fluxes driven by OBS or by
modeled meteorology is focused on the period 2004–2007 during which gaps in OBS
are minimal.

2.3.2 Gridded meteorology

Four gridded meteorology products are studied: SAFRAN, EC-OPERA, ERA-I, and5

REMO (Table 2). SAFRAN is an optimal data interpolation product based upon French
synoptic weather stations measurements and model results (Durand et al., 1993,
1999). The three other products are generated by numerical weather prediction models
that assimilate synoptic in-situ, and satellite data. The EC-OPERA dataset is from the
European Centre for Medium-range Weather Forecast (ECMWF); frequent updates in10

the ECMWF operational assimilation package and atmospheric model cause discon-
tinuities in the analyzed products. The ERA-I reanalysis (Berrisford et al., 2009) is
a consistent production of meteorology and climate generated with the same model.
The REMO product is a regional meteorological dataset obtained by driving the RE-
gionalMOdel (Jacob and Podzun, 1997) over Europe, with initial and boundary condi-15

tions prescribed from ECMWF global fields (Kalnay et al., 1996). Each gridded data
product has a different horizontal and vertical resolution. For comparison with tower
meteorology, we selected the corresponding point in each model grid. A detailed de-
scription of each gridded meteorology product is given in Appendix B.

2.4 Model-data comparison statistics20

Statistical criteria applied to the differences between OBS and modeled meteorology
(Sect. 3), and to modeled and observed ecosystem fluxes (Sect. 4) are (1) the Mean
Absolute bias Error (MAE), (2) the squared correlation coefficient (R2) and (3) the Root
Mean Squared Error (RMSE). The model-data comparison is performed on featured
time scales: hourly, daily, monthly and annual (see Baldocchi et al., 2001; Stoy et al.,25

2005; Mahecha et al., 2007). We first aggregate time series of half-hourly into hourly,
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daily, monthly and annual scales, then new time series Y for each time scale is con-
structed using the following decomposition:

Yi =Xi −Xi+1 i =1,4; if i =4 then Xi+1 =0 (2)

where Xi is the hourly (i = 1), daily (i = 2), monthly (i = 3) and annual (i = 4) averaged
value of hourly time series X1. Each statistical criteria is calculated for Y at each time5

scale.

3 Benchmarking gridded meteorology forcing against flux tower data

Figure 2 shows a comparison between observed (OBS) and modeled meteorology
at HES and PUE from hourly to inter-annual time scales. For the other sites, the
comparison is given in Appendix C. Due to the short length of records, some sites10

were excluded: GRI where the first year of observations is 2005 whereas EC-OPERA
forcing data is only available till 2006. Figure 3 shows the R2 of OBS vs. gridded
meteorology, for different time scales (Eq. 2). Figure 4 shows the MAE; hourly and
daily statistics are calculated only during the PGS, and monthly statistics during the
GS.15

3.1 Hourly benchmark

The average diurnal cycle of Tair and SWdown is simulated by all gridded products well,
with R2 from 0.51 to 0.97 (Figs. 2 and C). The daytime value of Tair between 06:00
and 19:00 UMT appears however to be overestimated at the forest sites, but within 2 ◦C
of local observation at the crop sites. This may reflect local evaporative cooling over20

forests (Zaitchik et al., 2006; Teuling et al., 2010). There is a positive bias of atmo-
spheric Tair in gridded products at the upland LQE site, going from 0.8 ◦C in SAFRAN
(high resolution) to 4.3 ◦C in ERA-I (coarse resolution). This bias reflects the coarse
topography of models (Sczcypta et al., 2011). The pronounced diurnal cycle of Qair
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simulated by REMO is found neither in OBS, nor in any other gridded data set. This
spurious diurnal amplitude is most likely caused by our conversion of daily to hourly
values rather than a structural bias of the REMO physics (Campbell and Norman,
1998). The observed LWdown diurnal amplitude (≈ 40 W m−2) at LBR, PUE, AVI and
GRI is underestimated by SAFRAN, EC-OPERA and ERA-I that give values of 22, 265

and 34 W m−2, respectively, while it is overestimated by Eq. (1) applied to daily REMO
output (60 W m−2). At LBR, HES and GRI, the diurnal cycle of LWdown in SAFRAN is
opposite to that of other models.

3.2 Daily benchmark

Comparison between tower data and gridded model products is focused on the sum-10

mer 2003 heat-wave (July–August) period at HES, LBR and PUE, and on the summer
2005 at LQE, AVI and GRI (Figs. 2 and C). The main result is that the synoptic-scale
variability of daily Tair, Qair and SWdown is well captured by all gridded dataproducts
when compared to OBS. For daily variability of Tair during July–August 2003 or 2005,
the mean R2 of OBS and models is of 0.87 (from 0.79 in REMO to 0.94 in SAFRAN).15

The synoptic variability of Tair is best captured at HES where the mean R2 of the four
models is 0.96. The July–August mean Tair at LQE is overestimated by all models,
from 1.1 ◦C in SAFRAN to 4.2 ◦C in ERA-I. This summer bias must be compared to
the annual mean Tair bias of 0.8 ◦C in SAFRAN and 3.3 ◦C in ERA-I, due to unresolved
topography.20

Concerning rainfall, SAFRAN is in good agreement with OBS for daily values during
July–August at all sites, except for LBR. At LBR, SAFRAN produces a mean rainfall
of 101 mm against 23 mm only in OBS. But the rain gauge data quality is poor during
2002 to 2006 (Loustau, personal communication, 2010). The mean summer 2003
rainfall is 71 mm in SAFRAN and 75 mm in OBS across the six sites, excluding LBR.25

REMO overestimates rainfall by 80 mm in summer 2003, which would cause problems
for simulating the response of plants to drought during the dry 2003 summer. The daily
variability of Qair, is characterized by mean R2 values between models and OBS across
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the six sites and four years is of 0.72, REMO having the lowest correlation (0.44) and
SAFRAN the highest (0.86). The AVI site has the highest R2 between observed and
modeled Qair during July–August 2005 (R2 = 0.90). The LQE site has the smallest R2

(0.20), with low Qair observed during July and early August being captured by none of
the models. The daily variability of SWdown, has a mean R2 across the six sites of 0.49,5

with a range going from 0.27 in REMO to 0.68 in EC-OPERA. The HES forest has the
highest R2 for SWdown (0.63) and the PUE Mediterranean forest the lowest (0.32). But
the value of R2 between OBS and models is lower for SWdown than for Tair and Qair,
and thus errors in SWdown will be concern in driving TBM models like ORCHIDEE by
gridded products (see Sect. 5.4).10

The LWdown daily variability is correctly represented by SAFRAN, EC-OPERA and
ERA-I, with R2 values going from 0.55 in SAFRAN to 0.78 in EC-OPERA across
the sites at which LWdown measurements were collected during summer 2003, al-
though REMO gives poor performances (R2 = 0.25). Observed LWdown in summer
2003 (365 W m−2) is slightly underestimated by SAFRAN (350 W m−2), EC-OPERA15

(350 W m−2) and ERA-I (348 W m−2), but largely overestimated by REMO (430 W m−2).

3.3 Seasonal benchmark

The mean seasonal cycle of Tair, Qair and of SWdown is well captured by all gridded
products (Figs. 2 and C), with a mean R2 = 0.98. The MAE in the seasonal amplitude
of Tair between models and OBS is 0.2 ◦C across sites and models. The seasonality20

of rainfall is correctly represented by gridded dataproducts at PUE and AVI where the
Mediterranean summer is very dry, and most rainfall delivered in autumn (R2 = 0.60
in REMO to 0.85 in SAFRAN). The agreement between observed and modeled sea-
sonal rainfall at HES is better in SAFRAN than in other models. The seasonal cycle of
LWdown in all data-products is in agreement with OBS, but this variable is overestimated25

by REMO (by 60 W m−2) and slightly underestimated by the other models (5 W m−2

in SAFRAN, and 15 W m−2 in EC-OPERA, ERA-I). The seasonal phase of LWdown in
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REMO correlates well with observations (R2 = 0.86), the positive bias of LWdown being
correlated with the wet bias of this model.

3.4 Interannual benchmark

Considering HES, LBR and PUE that have records longer than 8 years, and excluding
years with gaps in measurements, the average interannual R2 values between annual5

modeled and observed meteorology are of 0.80, 0.40, 0.48, 0.38 and 0.24 for Tair, Qair,
rainfall, SWdown and LWdown, respectively. The main result is that the models are only
able to reproduce correctly the interannual variablity of Tair, but the variability of other
drivers is poorly captured by models. In particular, the interannual variability of SWdown

and LWdown is not well reproduced, with an average R2 of 0.38 for SWdown and 0.24 for10

LWdown across the 3 sites. The interannual variability of rainfall is faithfully reproduced
at HES (R2 = 0.95) and PUE (R2 = 0.96) by SAFRAN. This gives higher confidence in
SAFRAN meteorology to drive carbon flux on a year-to-year basis. At the LBR site, the
interannual variability of rainfall is badly simulated, even with the best model SAFRAN
(R2 = 0.47, n= 12 years), which could be due to raingauge disfunctionning (Loustau,15

personal communication, 2010).

3.5 Summary of gridded data-products performance

3.5.1 Correlations between modeled and observed variability

In general, gridded data products compare better with local observation on monthly
scale compared to hourly and daily scale (Fig. 3), with monthly R2 of 0.88 to 1.00 for20

Tair, and of 0.61 to 0.98 for Qair. For monthly rainfall, R2 goes from 0.32 in REMO to
0.84 in SAFRAN. The monthly seasonal cycle of SWdown has high R2 values across all
data-products (R2 ∼ 0.92; 0.81 in REMO). The monthly cycle of LWdown is best simu-
lated by EC-OPERA (R2 = 0.90) and worst by REMO (R2 = 0.63). The daily variability
of Tair, Qair and SWdown is reasonably well reproduced by SAFRAN, EC-OPERA and25
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ERA-I, but the daily variability of rainfall and LWdown is not (Fig. 3). REMO shows
poorer performances than other gridded dataproducts, and SAFRAN performs best.
Not surprisingly, the diurnal cycle of SWdown is realistic in all products (mean R2 =0.90).
The diurnal cycle of Tair is well captured by all data-products (R2 = 0.70 in REMO;
R2 = 0.90 in the other three dataproducts); the diurnal cycle of Qair is best reproduced5

by SAFRAN (R2 =0.51). By contrast, the diurnal cycle of LWdown and rainfall is not well
captured by any of the data-products (R2 = 0.04 in SAFRAN; 0.53 in EC-OPERA and
ERA-I; R2 for diurnal rainfall goes from 0 in ERA-I to 0.22 in SAFRAN). In summary, we
found that time series of Tair, Qair and SWdown from gridded data-products have high
correlation with tower meteorology on hourly, daily and monthly time scales, but not10

on inter-annual scales (except Tair). The temporal variability of rainfall and LWdown is
faithfully reproduced by gridded data-products on daily and monthly scale only, raising
a caution flag for interannual TBMs simulations.

3.5.2 Bias of gridded data-products

Figure 4a shows that the MAE between gridded data products and tower observations.15

The mean bias of Tair and Qair is small, with median MAE values ranging from 0.5 ◦C to
2 ◦C for Tair and from 0.2 to 1.5 g kg−1 for Qair. The REMO larger hourly MAE is due to
our conversion of daily values to hourly, thus not a bias of the model itself. For hourly
rainfall, we note that none of the gridded data-product sperforms better for MAE than
a “nul model” with even distribution of rainfall each hour during rainy days. The MAE of20

rainfall is maximum on daily time scale, going from a MAE=1.8 mm day−1 in SAFRAN
to MAE=4.0 mm day−1 in REMO. By contrast, the MAE of rainfall remains moder-
ate on longer, monthly and inter-annual scales (MAE< 1.0 mm day−1 across sites and
models). The MAE of SWdown is large on hourly and daily scales (30–60 W m−2), but
improves on monthly and annual scales (10 W m−2). The absolute bias of LWdown is25

minimum with EC-OPERA on hourly to monthly scales, and maximum with REMO on
annual scales (50 W m−2; other ataproducts ≈20 W m−2).
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Figure 4b shows that MAE of daily to annual Tair, Qair and SWdown is abnormally high
at LQE compared to the other sites, irrespective of the gridded data-product compared
with observations. The MAE of SWdown at LQE at hourly scale (80 W m−2) is also larger
than at any of the other sites (40 W m−2). This is possibly due to a slope exposure of
the LQE tower. Overall, the SAFRAN data-product has the best performance in terms5

of minimal MAE for Tair and rainfall, while EC-OPERA and ERA-I do well for SWdown
and LWdown. REMO is worse than the other 3 models. As a general rule, we found that
biases associated with gridded data products are smaller on monthly scale than on
hourly to daily time scales. In a recent study comparing ERA-I and SAFRAN, Szczypta
et al. (2010) found that 1) the consistency between these two products is good for Tair10

and Qair; 2) rainfall in ERA-I does not match SAFRAN in mountainous areas and in
the Mediterranean coast; and 3) ERA-I produces better SWdown than SAFRAN which
underestimates SWdown by about 5% in France overall. These results are essentially
consistent with our findings.

3.5.3 Summary15

We conclude from this comparison between gridded modeled and local meteorology
that SAFRAN is the best forcing, both in terms of temporal variability (R2) and abso-
lute bias (MAE). SAFRAN is superior to other models for rainfall on daily and monthly
scales. REMO has the lowest performance among the models in reproducing hourly
to monthly variations. The quality of EC-OPERA and ERA-I forcing is in-between20

SAFRAN and REMO, yet with slightly lower skills than SAFRAN. The seasonal cycle
of Tair, Qair and SWdown is correctly reproduced by all the gridded data-products. The
temporal variability of these variables is well predicted on daily time scale, except by
REMO. The variability of rainfall on hourly scale is not reproduced, even for SAFRAN
which contains synoptic station data. This shortcoming is however rather unimportant25

for CO2 flux modeling. We also found that our method to extrapolate daily REMO val-
ues into hourly data (as needed to drive ORCHIDEE) is a source of bias for Qair. This
raises a caution flag when Qair is calculated by a weather generator to drive carbon
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flux simulations (Richardson and Wright, 1984; Krinner et al., 2005). On inter-annual
time scale, Tair is the variable best reproduced by all gridded data-products, but SWdown
and LWdown are the most problematic. The SAFRAN dataset has the highest skill for
rainfall interannual variability, but the skill of SAFRAN is site dependent. SAFRAN does
not show a bias of the same sign across the six flux tower sites, making a systematic5

correction difficult, and pointing out to local feedbacks of the vegetation. Higher than
observed Tair, Qair, rainfall and lower than observed SWdown values are consistently
found across the gridded data-products on annual scale. Among the six sites, mete-
orology at the LQE grassland upland site is the most difficult to simulate by gridded
products, given their coarser resolution.10

4 Impact of driving meteorology on the simulation of ecosystem fluxes

In this section we study for each flux, the effect of forcing ORCHIDEE either with OBS
or with atmospheric analyses meteorology. The detailed description of the difference
between modeled and measured carbon flux on four time scale at each site is given in
Appendix D.15

4.1 Correlations between modeled and observed fluxes, function of driving
meteorology

Figure 5 shows the correlation between modeled and observed fluxes for different time
scales, and for different meteorological drivers. At first glance, the correlations are
always rather low, independently of the meteorology used to drive the model. This20

suggests that model structural errors largely explain the small values of R2. This also
suggests that for site-level study, ORCHIDEE needs to be further calibrated. Generally,
the R2 values are higher for diurnal and monthly time scales compared to daily time
scales (Fig. 5). Figure 5 also shows that on monthly scale, R2 is higher for water fluxes
(average R2 = 0.77) than for CO2 fluxes (average R2 = 0.61). On average, forcing25
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ORCHIDEE driven by OBS meteorology gives a higher R2 than with any of the gridded
data-products. Across all fluxes and time scales, R2 is slightly higher with OBS (R2 =
0.52) than with even the best modeled forcing SAFRAN (R2 = 0.49). On average for
daily scale, driving ORCHIDEE with OBS meteorology gives higher correlations than
when using atmospheric analyzed meteorology, except for the LQE mountain grassland5

where using a modeled meteorology improves the value of daily R2 over five fluxes from
0.16 to 0.28. This indicates error compensation in ORCHIDEE, where a biased forcing
compensates for a structural bias.

4.2 Bias of modeled fluxes, function of driving meteorology

Figure 6a shows the MAE of modeled fluxes for ORCHIDEE driven by OBS and by10

each gridded data-product. Forcing ORCHIDEE with OBS meteorology compared to
a gridded product delivers only a small reduction of MAE. The SAFRAN, EC-OPERA
or ERA-I drivers result into more or less the similar MAE values. On the other hand,
REMO gives a higher MAE than all other model drivers. Differences in the MAE of
NEE between different meteorological forcing are similar to those of GPP on diurnal15

and daily time scale. But on monthly scale, the MAE of NEE differs from the one of
GPP, as it combines also the climate-driven misfit of the model to TER. We note that
MAE of TER is on average smaller than for GPP on monthly scale (Fig. 6a).

One can also see from Fig. 6b that MAE differs largely between sites. In fact, the
inter-sites MAE differences are larger than the inter-meteorology MAE differences. This20

indicates that poorly captured ecosystem processes that control the model-data misfit
differ at each site, and can be characterized despite biases in the meteorology used to
drive ORCHIDEE.
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5 The effect of meteorology in the error budget of ORCHIDEE

5.1 Model error and forcing error

The effect of uncertain meteorological forcing on ORCHIDEE modeled fluxes can be
characterized by comparing the distance between flux simulations forced by different
meteorology, with the distance between simulated and observed flux. The total model5

error εtot is defined by:

εtot =mean
[
RMSE

(
Fsim(i )−Fobs

)]
(3)

Where Fsim(i ) is the time series of simulated flux with ORCHIDEE driven by meteorology
i and Fobs is the observed flux. The forcing error is defined by:

εF =mean
[
RMSE

(
Fsim(i )−Fsim(OBS)

)]
(4)10

Where Fsim(OBS) is the flux simulated by ORCHIDEE driven by observed (OBS = true)
meteorology at each site. The model error (or structural error) due to erroneous as-
sumptions in the ORCHIDEE equations, to errors in the value of parameters (Thornton
et al. 2002; Zaehle et al., 2005; Mitchell et al., 2009) and to incorrect initial conditions
such as equilibrium spin up values of soil C and biomass pools (Carvalhais et al., 2010)15

is defined by:

εmod =RMSE
(
Fsim(OBS)−Fobs

)
(5)

Estimating the above-defined ε values by 1-sigma standard deviations, it follows that:

ε2
tot =ε2

F+ε2
mod+2×cov(εF εmod) (6)

We are interested here in cov, the covariance term that denotes correlated errors be-20

tween the model structure and biased meteorology. A positive covariance indicates that
a biased meteorological driver will further degrade the model error, whereas a negative
covariance indicates that a biased meteorology will compensate for model error to bring
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the simulated flux closer to the data. This may happen for instance if a too high NPP in
summer implied by a bias in meteorology creates too many assimilates, which in turn
increase litter respiration in the fall, and compensate for an underestimated respiration
sensitivity to temperature (structural model error). The value of cov was calculated at
each site from the εtot , εF , and εmod according to Eq. (6) and analyzed below. In this5

section, TER and NEE are modeled using optimized TER (see Appendix D).

5.2 Comparing model and forcing errors for different fluxes

Figure 7 provides the unbiased error distribution for each flux across the six sites.
Unbiased error is defined from Eqs. (3–6) using unbiased RMSE. Unbiased RMSE is
obtained from the analyzed time series based on Eq. (2) for hourly, daily and monthly10

scale, and the centred annual mean time series for annual scale. One can see that for
GPP and TER, the total error εtot (blue) is largely explained by model structural error
εmod (red). For GPP, the share of the structural error in the total error is 1.01, 0.80, 1.02
and 0.64 on hourly, daily, monthly and annual time scale, respectively. For TER, the
forcing error εF (orange) on hourly scale is negligible, because soil temperature and15

soil humidity that control soil respiration in ORCHIDEE exhibit no diurnal variability. By
contrast, on daily to annual time scale, the forcing error takes a significant share of the
total uncertainty budget of TER, as shown by the ratio εF /εtot = 0.63, 0.39 and 0.35,
respectively. For NEE, the share of forcing error to total error is of 0.57, 0.82, 0.64 and
0.37 on hourly, daily, monthly and annual time scales, respectively. Note that because20

of negative covariance between εF and εmod, the contribution of both error sources to
εtot can be larger than 0.5. It is also seen that the contribution of forcing error to the
total error is on average larger for LH and SH than for CO2 fluxes, in particular on daily
and annual time scales. The ratio εF /εtot on daily and annual time scale is 0.87 and
1.03 for LH, 1.03 and 1.10 for SH, respectively. This forcing error is due primarily to25

biases in SWdown between the different forcings (see Sect. 5.4, Fig. 9).
The most interesting result is that the forcing error is not negligible, compared to

other model errors. This comes a bit as a surprise because meteorology is generally
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assumed in vegetation modelling to be well enough known not to create a misfit in
modeled fluxes.

We note also that εmod and εF decrease in absolute value with increasing tempo-
ral averaging scale, from typical errors values of 1.8 and 3.0 g C m−2 year−1 on diur-
nal scale for εF and εmod, down to 0.7 and 0.5 g C m−2 year−1 on annual scale for5

GPP errors. For LH errors, the estimates of εmod decrease from about 20 W m−2 on
hourly scale down to 6.0 W m−2 on annual scale, while εF decreases from 15 W m−2 to
10 W m−2. It is intriguing to see that the covariance between forcing error and struc-
tural model error is negative for the six sites included in this study. This indicates that
structural model errors are partly compensated by biases of meteorological forcing.10

This result may be due to similar biases among different forcings compared to OBS,
which act to shift the simulated TER and GPP closer to the observed fluxes. One can
see in Fig. 7 that the unbiased errors of TER are smaller than those of GPP, because
TER is less sensitive to weather variability than GPP in ORCHIDEE. The NEE forc-
ing errors are equally as large as the GPP forcing errors. This indicates that, even if15

NEE is the difference between GPP and TER, which both have similar sensitivities to
weather variability, a forcing error on GPP will not be compensated by an error of same
magnitude on TER. The forcing errors of NEE are as large as those of GPP on diurnal
to daily scales. But on monthly scale, the forcing errors on NEE become smaller than
those on GPP, indicating that compensation by TER errors, via labile pools impacted20

by GPP errors might occur on this time scale, but not on shorter time scales. On an
annual scale, forcing errors are of same magnitude for NEE and GPP, because the
climate sensitivity of TER is probably as large as that of GPP on long time scale, and
the annual anomalies of each gross flux are partly decoupled because of their different
seasonality (Piao et al., 2010; Vesala et al., 2010). Therefore at site scale, forcing25

errors reflecting discrepancies between atmospheric analyses and local meteorology
impede an accurate simulation of the interannual fluctuations of NEE, as much as the
model structural errors. On interannual time scales, the forcing error is an overlooked
source of poor model performance in tackling the simulation of interannual GPP and
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TER. For inter-annual flux variability, the ratio (εF /εmod) averaged across 6 sites is
0.80, compared to 0.55 for monthly time scale, 0.86 for daily scale and 0.63 for hourly
scale.

5.3 Comparing model and forcing errors across sites

Figure 8 provides a comparison of the forcing and model error at each site. Typical5

values of the ratio εF /εmod range from 0.54 at HES to 0.92 at LQE. The ratio εF /εmod
for SH is larger than or close to 1, which likely reflects biases in LWdown forcing and
a high sensitivity of SH to that driver.

Generally, the cropland and grassland sites have a larger forcing error than the
forests for CO2 fluxes, with εF = 716, 286 and 644 g C m−2 year−1 at crop sites against10

390, 155 and 291 g C m−2 year−1 at forests for GPP, TER and NEE, respectively. The
LQE grassland in altitude has obviously the largest εF at all time scales (εF /εmod =
0.90), because the forcing used to drive ORCHIDEE at this site have different spatial
resolution over a complex and heterogeneous terrain, thus giving a larger spread of
simulated fluxes.15

The error identification per time scale can thus be used as a tool to detect sites that
have a more “difficult” meteorology, impacting the simulation of ecosystem fluxes.

5.4 Separate contribution of each meteorological variables to the forcing error

We carried out a series of factorial experiments in order to identify which meteorologi-
cal variable has the largest impact on the forcing error εF . Individual forcing errors the20

ith driver, εF (i ), are calculated by Eq. (4) with ORCHIDEE being run with OBS forc-
ing, except for the ith driver that is taken from a gridded dataproduct (here SAFRAN).
We also take the simulation where all the five meteorological variables are taken from
SAFRAN, defining a total forcing error εF (Eq. 4). Figure 9 provides a comparison of
the contribution from each meteorological driver to the total forcing error. The relative25
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contribution C(i ) of the ith driver to the total forcing error is defined by:

C(i )=εF (i )/εF ×100 (7)

A contribution that exceeds 100%, indicates compensations between errors induced
by different SAFRAN variables. It is seen on the two diagonals of Fig. 9 (upper diago-
nal calculated with fluxes all year round and lower diagonal with fluxes covering peak5

growing season only) that SWdown has a dominant relative contribution to the forcing
error associated with GPP, NEE, LH and SH. Error in this driver is thus critical in the
uncertainty budget of simulated CO2 and water fluxes. On monthly time scale, the
drivers that contribute to εF by order of decreasing importance (across the six sites)
are SWdown, rainfall, LWdown, Tair and Qair. On monthly scale, bias in LWdown becomes10

as important as bias in SWdown in the forcing error of SH. The importance of LWdown,
a driver not systematically measured at flux tower sites and often overlooked in model
studies, should not be underestimated. On inter-annual time scale, the relative con-
tribution of each meteorological driver to εF becomes comparable. This adds to the
difficulty of reducing errors in the simulation of inter-annual flux variations, because15

uncertainty in each meteorological driver contributes significantly.
We now estimate the effect of using SWdown and Tair drivers from SAFRAN instead

of OBS on the NEE and GPP forcing errors. Firstly, the effect of each variable taken
separately is not additive. This is proven by calculating the covariance of εF between
a simulation where both drivers are from SAFRAN, and factorial simulations where20

only one driven is from SAFRAN (Eq. 8). The results in Fig. 9 show that SWdown
and Tair have distinct contributions to εF . SWdown is a dominant source of forcing
error for GPP and NEE, explaining 95% of εF , against 45% only for Tair. Interestingly,
the contributions of errors induced by each driver do not sum up to 100%, implying
covariance. The forcing error arising from bias in the pair of meteorological drivers i25

and j can be decomposed by:

εF (i j )2 =εF (i )2+εF (j )2+2×cov(i j ) (8)
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Individual forcing errors εF (i ), εF (j ) and εF (i j ) are calculated by Eq. (4). The combined
forcing error εF (i j ) is obtained by driving ORCHIDEE by with both drivers i and j being
taken from SAFRAN.

The relative contribution C(i j ) to the error covariance cov(i j ) between drivers i and
j is defined by:5

C(i j )= cov(i j )/ε2
F ×100 (9)

The C(i j ) contributions are summarized by the upper and lower triangles of Fig. 9
(upper one calculated with annual fluxes and lower one with summer fluxes). Most
of the covariance between pairs of drivers are found to be negative, indicating forcing
error compensation effects in ORCHIDEE. We hypothesize that negative covariances10

between drivers arises from two effects. Firstly, biases in pairs of weather variables
are likely to be correlated. For instance, a dataproduct overestimating SWdown should
also overestimate Tair and underestimate Qair. Secondly, the simulated ORCHIDEE
fluxes in response to variation in drivers is likely to be a concave curve, implying that
the effects of two biased variables is lower than the sum of the bias in each variable.15

Figure 9 shows that for inter-annual variability, however, the curvature of ORCHIDEE
fluxes could be convex or concave, thus causing positive or negative covariance in the
contribution of pairs of meteorological drivers to the total forcing error. However the
positive values are rather small and less than 15% for all fluxes.

6 Conclusions20

In conclusion, we provide a summary answer to the questions raised in the introduction.

– How different is meteorology at flux tower sites between local observation and
atmospheric analyses fields sampled at the same site?

We found large differences among atmospheric analyses, and between weather-
models and site meteorology. These differences are particularly important on interan-25

nual time scales, and particularly large for radiation parameters LWdown and SWdown.
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– Is the uncertainty of modeled meteorology random or systematic?

We found significant bias in atmospheric analyses compared to site-observed meteo-
rology. The best forcing is SAFRAN that has also the highest spatial resolution, and
is produced by optimal data interpolation instead of by a numerical atmospheric analy-
ses. Biases are larger for annual time scales than daily or monthly time scales, and are5

also site-dependent. Sites that are difficult to reproduce by atmospheric analyses are
mountain sites (Laqueuille) because of coarsely-resolved topography in atmospheric
analyses.

– What is the uncertainty of modeled ecosystem fluxes – here using ORCHIDEE
– induced by differences between meteorological drivers at different time scales?10

and What is the error induced meteorological forcing compared to error related to
model structural and parameters value?

Using atmospheric analyses instead of local observations to drive ORCHIDEE, we de-
veloped a framework to estimate the forcing error, reflecting uncertainties in drivers,
separately from the model structural error, reflecting uncertain parameter values and15

parameterizations or initial conditions. The forcing error is on average smaller than, but
still comparable to the model structural error. The relative contribution of the forcing er-
ror increases with increasing time scale, indicating that modeling interannual flux vari-
ability using atmospheric analyses products as input to ORCHIDEE, is limited as much
by meteorology than by imperfect model parameterizations. This result is likely to be20

generalized for other ecosystem models than ORCHIDEE. On diurnal and daily time-
scales, we found that there is negative error covariance between forcing and structural
errors, indicating error compensation mechanisms in ORCHIDEE.

– What is the sensitivity of ORCHIDEE modeled ecosystem fluxes to each meteo-
rological driving variable?25

This question was addressed through factorial experiments in which one meteorolog-
ical driver at a time is taken from a weather forecast model, the others being from
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observed meteorology. We found that SWdown had dominant contributions to the forc-
ing errors on daily scales for most fluxes. In general, forcing errors associated to pairs
of meteorological variables are found to be negatively-correlated, that is partly com-
pensate for each other in the resulting flux. On inter-annual time scales, unfortunately,
each meteorological variable appears to contribute evenly to the forcing error, making5

it more difficult to design a strategy for improving the simulation of fluxes.
In short, uncertainty in meteorology is a limitation to the accurate modeling of flux

variability. Maybe when calculating regional budgets, there are spatial error compen-
sations in meteorological forcing that will make the situation better, and diminish the
contribution of forcing errors. But this source of uncertainty, often overlooked or con-10

sidered small, is in fact significant when trying to use data-driven or process-model to
upscale fluxes, in particular on annual to inter-annual scales.

Appendix A

Eddy covariance equipment and data processing15

All sites are equipped to measure NEE, SH and LH by covariance technique at every
30 min time step (Baldocchi et al., 2001). Meteorological data were continuously mea-
sured and averaged every half-hour. Quality checks of the data were done according
to CarboEurope-IP guidelines (Aubinet et al., 2000). Gap filling was performed accord-
ing to the marginal distribution sampling method (Reichstein et al., 2005), for which20

uncertainties were quantified in gap filling by Moffat et al. (2007). The data were down-
loaded from the Carboeurope-IP database (http://gaia.agraria.unitus.it/database) for
CO2 fluxes, SH, LH and all meteological parameters except longwave radiation which
were complementarily provided by each site manager. Level 4 data used for the study.
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Appendix B

Description of gridded meteorological products

SAFRAN (Système d’Analyse Fournissant des Renseignements Atmosphériques à la
Neige), is a mesoscale atmospheric analysis system for surface variables covering5

France. Analyses are generated with a hour time step using ground data observations
and meteorological simulations from the French weather service. The spatial resolu-
tion is 8 km×8 km. Validation of the SAFRAN product by Quintana-Segui et al. (2008)
indicated a general good agreement with individual station data. Temperature, precipi-
tation and relative humidity were found to be faithfully reproduced, with R2 > 0.85 and10

negligible systematic bias. SWdown has some bias, especially in coastal areas. The
annual mean bias of SWdown is about 2%, and the RMSE was found to be significant.
The LWdown field has a positive bias during the winter and a negative bias during the
rest of the year. This variable was independently evaluated against observation at two
Météo-France long-term radiation monitoring sites during two years (these sites are15

independent from the flux towers of this study). It was concluded that LWdown from
SAFRAN compares correctly with daily mean in-situ observations but that there was
a discrepancy at hourly time step. In addition, LWdown was found to be underestimated
at these two sites by SAFRAN by 8 to 32 W m−2.

EC-OPERA is the result of the ECMWF operational forecasting system (http://www.20

ecmwf.int) used in this study between 2001 and 2006. The data are produced by
the version T511L60 of ECMWF system, with approximately 40 km×40 km horizon-
tal resolution. Temporal resolution of the dataset is 6-h (00:00, 06:00, 12:00 and
18:00 UTC). We linearly interpolated all variables into half-hourly values to drive OR-
CHIDEE. The ECMWF operational system has been updated through time. Fur-25

ther information on the evolution of operational system can be found at www.ecmwf.
int/products/data/operatioanl system.
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ERA-I is a global consistent reanalysis of the meteorological fields with the same
version of ECMWF forecasting model (T255L60), starting in 1989 and continuing in
real time. Spatial resolution is 79 km by 79 km. Temporal resolution is 6-h, like EC-
OPERA. Compared to the former ECMWF reanalysis product ERA-40 (Uppala et al.,
2005), the new ERA-I benefits from several improvements of the ECMWF forecasting5

system (Berrisford et al., 2009).
REMO refers to a specific simulation by the regional climate model REMO (RE-

gionalMOdel, Jacob et Podzun, 1997) over Europe, forced by 6-h NCEP reanalysis
(Kalnay et al., 1996) at lateral boundaries from 1948 to 2007. The REMO physics is
adapted from the ECHAM4 global model of the Max-Planck-Institute for Meteorology10

(Koch and Feser, 2006). The specific REMO simulation used here was performed
with nudging of large scales meteorological fields (von Storch et al., 2000) to keep the
simulated state close to the driving state at larger scales, while allowing the model to
freely generate regional-scale weather within Europe (Feser et al., 2001). The atmo-
spheric fields are archived on daily step at 25 km by 25 km resolution. Daily REMO15

data were disaggregated into half-hourly values for driving ORCHIDEE by using the
gap-filling process described in Sect. 1.3. The same REMO forcing was used for an
inter-comparison of vegetation models in the CARBOEUROPE project (Vetter et al.,
2008). A brief evaluation of the data by Chen et al. (2007) showed that REMO repro-
duced well the observed temperature but had difficulties to reproduce precipitation and20

radiation, with a dry bias in Mediterranean regions.

Appendix C

Comparison between observed (OBS) and modeled meteorology at LBR,
LQE, AVI and GRI from hourly to inter-annual time scales25

See figure section.
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Appendix D

Comparison between modeled and measured carbon flux

We study for each flux, the effect of forcing ORCHIDEE either with OBS or with atmo-
spheric analyses meteorology.5

D1 GPP

Figure D1 shows that the ORCHIDEE model has the following biases irrespective of
the forcing used. Firstly, the GPP summer peak, and thus the GPP diurnal cycle am-
plitude are overestimated at HES, PUE and LQE. By contrast, GPP is underestimated
at the AVI southern crop site, even though the generic phenology parameterization of10

C3-crops in ORCHIDEE seems to reproduce rather well the early-season GPP peak
of winter crops (wheat or peas) grown at AVI. The GPP seasonal amplitude is correctly
captured at the GRI northern crop site, but the GPP increase in the spring is modeled
too early compared to the observed flux. ORCHIDEE seems to overestimate the daily
summertime variability of GPP at LQE, and AVI even when the OBS meteorology is15

used to drive it. An encouraging result is the ability of ORCHIDEE to capture the wa-
ter stress induced decrease of GPP between early July and late August 2003 (Ciais
et al., 2005) at the HES, LBR and at PUE forest sites (Fig. D1). At sites with long-
enough observation period, a negative GPP anomaly in 2003 compared to other years
is modeled, in agreement with the observation (Fig. D1; gray bar). But the annual20

magnitude of the GPP anomaly of year 2003 is usually smaller than observed, sug-
gesting an underestimated model sensitivity to drought. At the HES site, annual mean
GPP is smaller in 2004 than 2003, because of lagged effects from diminished reserves
(Granier et al., 2007), a process clearly lacking in ORCHIDEE which predicts in 2004
a return to normal GPP values. We find that annual GPP is overestimated by OR-25

CHIDEE about 8% in grassland (LQE), 25% in forest sites and over 40% in crop sites.
These discrepancies might be explained by various reasons including underestimation
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of the drought limitation and its lag effect for forest sites, overestimated photosynthetic
capacity at PUE and overestimated length of the growth season at crop and grassland
sites.

D2 TER

At all the sites, the annual mean simulated TER is above the observed value (Fig. D2).5

This is expected from the equilibrium assumption of the ORCHIDEE simulations, where
soil carbon pools are at their maximum value, for the given climate. This overestimate
of soil C pools and mean TER also has an impact on modeled variability as studied
by Carvahais et al. (2010). In order to improve the simulation of TER, we scaled the
simulated annual respiration to match the observed mean according to the following10

steps:
Step 1: Optimize the simulated maintenance autotrophic respiration (RAM model) by

multiplication by a “biomass disquilibrium factor” defined as the ratio of measured to
simulated average total biomass (〈Bobs〉/〈<Bmodel〉), and assume that GPP-dependent
growth respiration (RAG model) is perfectly simulated,15

Step 2: Estimate the mean average heterotrophic respiration (RHobs) from the dif-
ference between observed TER and the sum RAM model new+RG model, and calculate an
optimized simulated heterotrophic respiration at each time step by multiplying the mod-
eled RH by an average “soil C disequilibrium ratio” defined as the ratio of measured to
simulated average RH.20

This gives:

RAM model opt =RAM model 〈Bobs〉/〈Bmodel〉 (D1)

RHmodel opt =RHmodel
〈
TERobs−RAM model opt−RAG model

〉
/〈RHmodel〉 (D2)

TERmodel opt =RHmodel opt+RAG model+RAM model opt (D3)

NEEmodel opt =TERmodel opt−GPPmodel (D4)25
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We apply this optimization procedure to all sites except PUE. The observed
total biomass provided by each site manager is of 7000, 7850, 300, 400 and
225 g C m−2 year−1 at HES, LBR, LQE, AVI and GRI, respectively. The biomass dis-
equilibrium factors are respectively of 0.35, 0.55, 0.45, 0.58 and 0.27, and the soil
disequilibrium factors of 0.60, 0.77, 0.85, 0.67 and 0.30 at these five sites. In other5

words, heterotrophic respiration are overestimated by ORCHIDEE from 18% at LQE to
220% at GRI.

This optimization procedure is not applied to Mediterranean forest site PUE because
the overestimated TER at this site is caused by both discrepancies in carbon allocation
between root and aboveground reservoir and the equilibrium assumption: calculation10

from the above procedure would give negative RHmodel opt, which is not realistic. We
thus simply optimized the simulated TER with the average observed TER. The ratio
of averaged observed to simulated TER is about 0.67, indicating that TER is overesti-
mated by ORCHIDEE about 67% at PUE.

D3 NEE15

NEE is optimized according to Eq. (D4). Thus the problem of “disequilibrium” is over-
comed, however, we should bear in mind that the optimized NEE tends to be systemati-
cally underestimated (Fig. D3) due to the overestimated GPP by ORCHIDEE (Fig. D1).

At HES, the model performs best, both on daily and seasonal scale. The daily NEE
variability is characterized in 2003 by an abrupt shift from sink to source by early Au-20

gust (see also Ciais et al., 2005). This large reduced CO2 uptake is well captured
by ORCHIDEE although NEE still keeps as a sink due to TER optimization. At LBR,
the modeled diurnal cycle amplitude of NEE is slightly small and the NEE uptake in
the morning occurs 2 h earlier in the model, even though the diurnal NEE asymmetry,
with a morning maximum between 10:00 and 12:00, is rather well reproduced by the25

model. The modeled NEE diurnal amplitude is overstimated at HES, PUE and LQE,
but underestimated at AVI. At the PUE Mediterranean oak forest, ORCHIDEE overes-
timates the seasonal uptake of CO2 throught the year. At the temperate forest HES,
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CO2 uptake is overestimated during the growing season forward between May and
November. The seasonal phase of NEE is well represented at the forest sites HES
and LBR, with respective R2 = 0.94 and 0.61, but not at PUE (R2 = 0.26). Modelling
inter-annual NEE variability is not satisfactory in ORCHIDEE. The best interannual R2

is 0.78 (n= 7 years) at PUE when the model is driven by OBS meteorology. The worst5

R2 is 0.16 (n= 10 years) at HES. This could partly explained by the influence of thin-
ning and the difficulties to reproduce the impact of the large fluctuations of the relative
extractable water (REW) soil content (Granier et al., 2007).

D4 Latent and sensible heat flux

Comparison between observed and modeled latent heat flux (LH) is given in Fig. D4.10

On diurnal time scale, there is an overestimation of LH by ORCHIDEE at HES and
PUE. This positive bias of LH is logically reflected on seasonal time scale during the
growing season at these sites. Oppositely at LQE, the modeled diurnal cycle amplitude
of LH is underestimated when the most realistic OBS meteorology is used to drive
ORCHIDEE. In particular, the increase of LH in the morning is delayed by roughly 1 h15

compared to the observations. At LBR, the model overrestimates LH during the winter
growing season from October to March, which parallels the overestimated GPP seen in
Fig. D1, indicating winter acclimation of photosynthesis at this site (Medlyn et al., 2002)
is missed by ORCHIDEE. At PUE, the model severely overestimates LH and also GPP
(Fig. D1) during the dry summer. This suggests that the regulation of transpiration in20

response to water stress at this Mediterranean forest is too weak in ORCHIDEE. Patchy
stomatal closure (Reichstein et al., 2003) has been suggested to limit transpiration
losses at PUE, a process not incorporated in ORCHIDEE. Another model structural
bias is the single-layered soil bucket model, which allows moisture to remain in the
soil too long after each rain event (Keenan et al., 2009) and sustains simulated LH25

and GPP in the dry season. For a majority of sites, the LH bias on seasonal time
scale seems to be driven by the bias on diurnal scale. The modeling assumption of
equilibrium for carbon fluxes and pools, critical to explain the NEE model-data misfit

2499

http://www.biogeosciences-discuss.net
http://www.biogeosciences-discuss.net/8/2467/2011/bgd-8-2467-2011-print.pdf
http://www.biogeosciences-discuss.net/8/2467/2011/bgd-8-2467-2011-discussion.html
http://creativecommons.org/licenses/by/3.0/


BGD
8, 2467–2522, 2011

Impact of forcing
error on simulated
ecosystem fluxes

Y. Zhao et al.

Title Page

Abstract Introduction

Conclusions References

Tables Figures

J I

J I

Back Close

Full Screen / Esc

Printer-friendly Version

Interactive Discussion

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

on seasonal scale seems has here a negligible impact on the LH misfit. On seasonal
time scale, LH is predominantly controlled by soil moisture availability, atmospheric
dryness and leaf area index, which are rather independent on the slow C pool values
that set up the value of TER and NEE (Carvalais et al., 2010). On interannual time
scale, the variability of LH is not captured by ORCHIDEE. The best interannual R2 is5

0.48 (n= 7 years) at PUE when the model is driven by OBS meteorology. The worst
R2 is 0.11 (n= 7 years) at LBR. On average at the 3 forest sites (more than 5 years
observation), the interannual variability of LH is higher in the eddy-flux observations
(CV=0.18) than in the model (CV=0.07).

Figure D5 shows that the mean annual sensible heat flux (SH) is overestimated10

by ORCHIDEE independent of the time scale considered. The REMO forcing tends
to produces the largest SH flux. SAFRAN, EC-OPERA and ERA-I forcings produce
slightly larger SH flux than obeservation. SH flux is obviously overetimated by OBS
forcing, in particular at HES, PUE before 2005 and LQE. This discrepacy between
modeling and observation and inter-modeling is probably attributed to the difference in15

LWdown. REMO shows the largest positive bias of LWdown compared to that in OBS.
LWdown in OBS at HES, PUE before 2005 and LQE is actually calculated according
to Eq. (1), which tends to give an overestimated value. When overestimated LWdown
combines with other meterological parameters such as Tair and SWdown, this error is
further enlarged in SH flux as shown in LQE. This shows that LWdown has a significant20

impact on the modeled SH at least for ORCHIDEE. The known positive bias of SH
in ORCHIDEE evidenced at nighttime in former versions of the model (Krinner et al.,
2005) is still present in Fig. D5. The day-to-day variability of SH is particularly well
captured at HES during the dry summer 2003, but peaks of SH during the early July
and early August 2003 heatwaves are overestimated. The seasonal variability of SH is25

poorly simulated, even after removing the positive SH bias. On average at the 3 forest
sites (more than 5 years observation), the interannual variability of SH is higher in the
eddy-flux observations (CV=0.44) than in the model (CV=0.16).
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Table 1. Summary of eddy flux observation sites used in this study.

Site name Hesse Le Bray Puechabon La queuille Avignon Grignon
(HES) (LBR) (PUE) (LQE) (AVI) (GRI)

Vegetation class 90% DBF, 80% ENF, 90% EBF, C3 grass Crop Crop
10% grass 20% grass 10% soil

Dominant species Beech Maritime pine Mediterranean Extensively Rotation, wheat- Rotation maize-
(age) (40 year) (40 year) green oak (70 year) grazed grassland peas-sorghum wheat-barley

Mean annual 7000 7850 16 600 300 400 225
biomass (g C m−2)

Location 7.06◦ E, −0.77◦ E, 3.6◦ E, 2.75◦ E, 4.88◦ E, 1.95◦ E,
48.67◦ N 44.72◦ N 43.74◦ N 45.64◦ N 43.92◦ N 48.84◦ N

Elevation(m) 300 61 270 1040 32 125

Mean annual 14.2 13.2 13.2 7.4 14.2 11.1
temperature (◦C)

Annual 975 972 900 1081 480 600
precipitation (mm)

Observation period 1997–2007 1996–2007 2000–2007 2004–2007 20004–2007 2005–2007

Annual NEE 335 365 235 245 155 235
(g C m−2)

References Longdoz et al. Delzon and Loustau Rambal et al. Soussana et al. Olioso et al. Loubet et al.
(2008) (2005), Jarosz et al. (2003) (2004) (2005) (2002)

(2008)
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Table 2. Summary of atmospheric analyses.

Atmospheric Period Temporal Spatial References
analyses resolution resolution

SAFRAN 1994–2007 hourly 8 km Durand et al. (1993, 1999),
Quintana-Segui et al. (2008)

EC-OPERA 2001–2006 6-h 40 km www.ecmwf.int
ERA-I 1989–2008 6-h 79 km Berrisford et al. (2009)
REMO 1988–2007 daily 50 km Jacob and Podzun (1997)

Kalnay et al. (1996)
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Figure 1
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Fig. 1. The ecosystem types (DBF=deciduous broadleaves forest, EBF=evergreen
broadleaves forest, ENF=evergreen needle leafs forest, CRO= cropland, GRA=grassland)
of six selected flux sites over France in the climatic space: Mean temperature versus annual
precipitation, which are calculated as the mean of SAFRAN results over 1994 to 2007. The ob-
served mean temperature and annual precipitation at each site is indicated, respectively. The
six sites are: Hesse (HES), Puechabon (PUE), La Bray (LBR), Laqueuile (LQE), Avignon (AVI)
and Grignon (GRI).
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Figure 2

1066
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Fig. 2. Meterological drivers in in situ and in gridded data sets at six HES and PUE. First col-
umn: hourly mean diurnal cycle over peak growing season (PGS). Second column: daily mean
with a running mean of 3 days for July–August of 2003 at HES and PUE. Rainfall is calulated as
5-day aggregated values; third column: monthy mean seasonal cycle; fourth column: annual
mean. The hourly mean diurnal cycle and monthly mean seasonal cycle correspond to 2004–
2007 except for EC-OPERA (2003 to 2006). In the case of site-year without measured LWdown,
calculated LWdown is plotted but in dash lines. See text Sect. 2.1 for the definiton of PGS.
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Figure 3
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Fig. 3. Squared correlation (R2) between meterological gridded data and in situ data over 2004
to 2007 except for EC-OPERA which covers 2004–2006. Panels of R2 from left to right are for
hourly, daily and monthly time scale, respectively. Time series to calculate R2 correspond to
growing season (GS). See text Sect. 2.1 for the definiton of GS.
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Figure 41077
Fig. 4. Mean absolute error (MAE) between meterological gridded data and in situ data over
2004 to 2007 except for EC-OPERA which covers only 2004–2006. Left, middle and right
column are for hourly, daily scale and monthly scale. Time series to calculate MAE correspond
to growing season.
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Figure 5
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Fig. 5. Squared correlation (R2) between simulated and measured flux data and in situ data
over 2004 to 2007 except for EC-OPERA which covers 2004–2006. Panels of R2 from left
to right are for hourly, daily and monthly time scale, respectively. Time series to calculate R2

correspond to growing season. For crop sites, we only take the years of winter-wheat-growing,
that is, 2004 and 2006 at AVI, 2006–2007 at GRI.
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Figure 61084
Fig. 6. Box plot of MAE between simulated and measured flux data over 2004 to 2007 except
for EC-OPERA which covers only 2004–2006. (A) MAE across six sites; (B) MAE across 5
series. Column from left to right is hourly, daily, monthly and annual mean. The bottom and top
of the box are the 25th and 75th percentile, respectively, and the band near the middle of the
box is the median. The low and upper ends of whiskers represent the minimum and maximum,
respectively.
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Figure 7

1086

1087

Fig. 7. Box plot of error estimation cross 6 sites during peak growing season. The bottom and
top of the box are the 25th and 75th percentile, respectively, and the band near the middle of
the box is the median. The low and upper ends of box represent the minimum and maximum
value. err tot, err mod, err force and cov denote total model error, model error, forcing error
and covariance, respectively.
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Figure 8
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Fig. 8. Box plot of error estimation cross 4 time scales at each site during peak growing season.
The sympols of boxplots are defined as the same in Fig. 7.
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Figure 91091

Fig. 9. Summary of forcing error caused by meteorological drivers and the covarance between
the meterorological variables. Diagonal terms: contribution of each meterological variables;
non-diagonal terms: contribution of paris of meterological variables. The upper-right triangle is
calculated based on annual flux and the lowerleft diagnonal at peak growing season. See text
for the details of calculation.
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(1)

Figure C1
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(2)

Figure C2
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Fig. C. Meterological drivers in in situ and in gridded data sets at (1) LBR and LQE; (2) AVI
and GRI. First column: hourly mean diurnal cycle over PGS. Second column: daily mean with
a running mean of 3 days for July–August of 2003 at LBR, of 2005 at LQE, AVI and GRI.
Rainfall is calulated as 5-day aggregated values; third column: monthy mean seasonal cycle;
Fourth column: annual mean. The hourly mean diurnal cycle and monthly mean seasonal
cycle correspond to 2004–2007 except for EC-OPERA (2003 to 2006). In the case of site-year
without measured LWdown, calculated LWdown is plotted but in dash lines. See text Sect. 2.1 for
the definiton of PGS.
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(1)

Figure D1, D2

1102

1103

Fig. D. Simulated and measured carbon fluxes (gc m−2 month−1) and water fluxes (W m−2).
(1): GPP; (2): TER; (3): NEE; (4): LH and (5): SH. Hourly mean diurnal cycle over peak growing
season correspnd to 2004–2007; daily mean with a running mean of 3 days for PGS of 2003 at
HES, LBR and PUE, of 2005 for LQE, AVI and GRI; Monthly mean seasonal cycle over 2004–
2007 except for AVI at 2005 and for GRI at 2006 when winter wheat was grown; “LOCAL” stands
for the simulation driven by observed meteorological forcing. The measured flux is refered as
“OBS”.
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Fig. D. Continued.
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Figure D4,D51108

(5)

Figure D4,D51108
Fig. D. Continued.
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