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The manuscript is well written and describes a useful system to automate gapfilling. I do not find anything 
radically new in the approach. Each step in the process is based on well known, and widely used approaches 
to gapfilling. The novelty, perhaps, is in the automation of the process that offers new ease of use and the 
potential for widespread application. The test for such a new automated process is the applicability and its 
wide usability. Many flux sites have such a process for their own site, and none (or few) considered publishing 
it. As long as the process is specific to only and nothing more than OzFlux, I do not think it makes an 
interesting scientific paper, and should be published as an OzFlux report or the DINGO software manual. This 
could be easily remedied, and I propose that the authors will make the effort to generalize DINGO so that it 
could be applied by any flux site that desires to. 

• The reviewer is correct in pointing out there are a few novel scientific outcomes from the paper. 
However, we feel that the paper makes an important contribution to the OzFlux special issue of which 
this paper is a part. It forms part of an important contribution that documents the OzFlux network in 
terms of the overall vision (special issue overview paper) through to the different processing 
methodologies that can be applied (OzFlux QC and DINGO).  Therefore in the context of the special 
issue we feel this paper is well positioned and in this case.  We recognise that the paper is more of a 
technical nature and as such it could be submitted as a technical note in the journal if this is possible.  
Remembering in the context of OzFlux and the special issue that dingo is defined as the dyamic 
INtegrated Gap filling and partitioning for Ozflux (DINGO).  The OzFlux QC paper in the special issue is 
in this identical situation, however, in that paper it was suggested to remove any performance analysis 
results. 

You write in the abstract that "DINGO was developed for Australian data but the frame work is applicable to 
any flux data or regional network". However, it seems to be hardcoded for the Australian data sources and 
therefore will technically no run for other sites. As there is no novelty to the formulation, I see one of the 
big advantages in the automation of the work process and particularly in the data retrieval for the gap-filling, 
which is usually a cumbersome and laborious process. Currently, when gap-filling the forcing data the 
software only reads Australian met data and Australian high resolution meteorological reanalysis. Is it 
possible to allow a generic, user provided, table with data from n met stations nearby? Each user can prepare 
the data from their local met stations but the process of data selection and correlation with the flux-site met 
obs can be done by DINGO. Can DINGO be made to access the ECMWF reanalysis? It is coarser than the 
Australian one, but global and would allow users worldwide to have an alternative to local met stations.  

• We agree that it would be a worthy goal to enable DINGO to be utilised globally but this is a massive 
amount of effort to develop and test this and would therefore be part of a new suite of tools (not 
DINGO any more). We think that just by enabling DINGO to be applied globally does not add extra 
scientific value (as suggested was needed by the reviewer), however, it would certainly make it more 
usable to the community.  We suggest that is beyond the scope of the current paper but would be 
willing to work towards this in a new platform that could be developed with others in the flux net 
community.   

http://www.biogeosciences-discuss.net/bg-2016-188


• Thinking ahead to a possible global version of this tool in future work, ECMWF would be a great source 
of gridded climate data. This would need to be input in conjunction with local meteorology data from 
local weather stations. Most of the time in the Australian flux network the correlations between flux 
tower data are better with local weather stations and therefore this is the preferred source of data for 
gap filling. However, access to global weather station data may be rather difficult. 

For precipitation, which is very poorly generalized from one met station to the other (and particularly the 
time of precipitation) I suggest that even for the OzFlux data processing there could be a great advantage in 
using satellite-derived precipitation from TRMM or the new GPM products.  

• This is a really great suggestion from the reviewers and at the time of producing DINGO, TRMM was 
the main satellite precipitation product, however, it is not suitable for higher latitudes and does not 
cover all of Australia. We could consider including global precipitation data from GMP in a future global 
version of this platform. 

Similarly, the soil moisture model can offer the option to be driven by MODIS LAI and ECMWF as an 
alternative to the strictly Australian data sources. That should be easy as MODIS is extracted anyhow for the 
albedo gapfilling.  

• At present the soil moisture model is run off-line with AWAP gridded meteorological data.  This is 
performed every 6- 12 months.  The soil moisture model is not currently part of the code.  However, 
there is a great opportunity to embed the soil moisture model into the code and therefore it could be 
run using this type of global data. 

There is nothing new in incorporating footprint and estimating the uncertainty of the gap-filling method. In 
fact, it is irresponsible not to do so. These are features that you say will be available in V13, but I see no 
purpose in publishing an application to a well known method that is not done yet. However, you say that 
version 13 is due July 2016. This is a few weeks from now, and before the revision will be due. Can you make 
this paper about the complete and fully functional version 13?  

• Version 13 of dingo is now complete so we propose to update the manuscript accordingly and this will 
strengthen the paper considerably as it includes the important uncertainty calculation contributions. 
We will add this and a figure showing its output. 

Other comments: Why are you using different meteorology to drive the soil water model (meteorology from 
the Bureau of Meteorology’s Australian Water Availability Project)  than the station and other met data 
already processed and gapfilled for the station location, if station data is missing?  

• Again, currently the soil moisture model is run off-line with AWAP gridded meteorological data.  This 
is performed every 6- 12 months.  The soil moisture model is not currently part of the code.  In a new 
are version of the code we could embed the model into DINGO and therefore we could use the gap 
filled meteorological data to drive the model. 

The u* filtering section should come before the ANN gap-filling section as u* filtering creates most of the 
gaps that then need to be filled. 

• We suggest that it is not appropriate to produce a new platform that is globally applicable for this 
paper and is well outside the scope of the special issue. However, we think it is worthwhile discussing 
the potential challenges and opportunities for making the tool globally available and would add this to 
a future development section. 

• One of the very novel features in DINGO is the uncertainty calculations in version 13 and we will include 
them in the new version of the manuscript.  Most flux tower sites will produce some estimates of 
random and model uncertainty and these are usually reported separately.  In DINGO v13 the 



uncertainties are calculated for random, model and ustar uncertainty and these uncertainties are 
combined to provide a total uncertainty for the site, which has not been done to date.  We will include 
this to enhance the scientific value of the paper.  

• We’re not sure what the referee is referring to with respect to the u* filtering as we clearly state “Once 
the data have been u* filtered, they are used to train an ANN (see Section 2.2) using nighttime data 
only with inputs of  Sws, Ts, Ta and EVI as known drivers of ecosystem respiration (Migliavacca et al., 
2010)”. 
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GENERAL COMMENTS  

This manuscript describes a dynamic integrated gap filling and partitioning tool (DINGO) developed for 
standardized processing of OzFlux station data. The tool is designed to gap fill both meteorological variables 
and fluxes, besides it partitions the net flux into its components (Gross Primary Productivity and Ecosystem 
Respiration). Although it raises the important issue of a standardized post processing for meteorological and 
eddy flux data at network level, unfortunately the manuscript doesn’t introduce important novelty aspects, 
and it sounds more like a technical note than a scientific contribution. It provides a very detailed description 
of the tool, but lacks of analysis and interpretation. Besides, most of the figures included in the manuscript 
are standard diagnostic or result plots provided by the tool itself and not the result of an in depth analysis 
of the tool behavior, performance or applicability. Some important aspects that should be faced and 
deepened are not included, as for example: the evaluation of the tool performances and their dependence 
on gap percentage, length and distribution, a comparison with other existing gap-filling and partitioning 
tools, an analysis of the effects of the gap filling on annual sums... Results of the uncertainty estimation 
would also enrich the work, together with some performance analysis at site/PFT level. A technical 
observation: u* filtering should be applied before gap filling since it introduces gaps in the time series. For 
the above mentioned reasons, I do not think that the manuscript, in its present form, is suitable for 
publication in Biogeosciences. 

• Also see comment responses to referee one.  In addition, we also recognise that the paper is more of 
a technical note and we leave it to the editors discretion as to whether the paper should be submitted 
as a technical note to Biogeosciences.  However, as mentioned above the paper makes an important 
contribution to the OzFlux special issue of which this paper is a part. It forms part of an important 
contribution that documents the OzFlux network in terms of the overall vision (special issue overview 
paper) through to the different processing methodologies that can be applied (OzFlux QC and DINGO).  
The OzFlux QC is very similar in scope and technical detail to this paper.  We agree that the 
performance of the tool is important and we are planning a separate manuscript to address this across 
both OzFluxQC and DINGO processing tools as well as comparison with other available platforms such 
as EdiProc. 

• We actually do perform u* filtering before gap filling, so we will clarify the wording in the text to make 
this apparent. 

Anonymous Referee #3  

Received and published: 17 June 2016  

The manuscript presents an overview of the software framework and methods for automated gap-filling and 
partitioning of OzFlux tower network data. Overall, the manuscript does a nice job presenting this overview 
with the right amount of detail and rationale, and is well-written. The gap-filling and partitioning methods 



employed are generally state-of-the-art community standards. That said, there is not much new information 
here. Perhaps the greatest novelty lies in the gap-filling of ancillary drivers, where to my knowledge the only 
other recent work on this topic is that of Vuichard and Papale (2015). Although that work is not referenced, 
the present manuscript expands upon it to incorporate data from nearby weather stations and satellite 
remote sensing observations, with additional soil- and radiation-tailored gap-filling methods.  

I have two major recommendations: 1) The manuscript could be made more impactful by including an 
analysis of performance of the gap-filling and partitioning results across all or part of the OzFlux network. 
This would demonstrate the utility/flexibility of the framework, its ability to address the grand science 
challenges identified in the introduction, and highlight areas for continued improvement. 2) The paper would 
benefit from a discussion of how the methods employed in this paper conform to or push the envelope of 
current community practice. This would clearly communicate the significance of the software suite and its 
novel contributions.  

• We thank the reviewers for their highly useful comments. We were not aware of the Vuichard and 
Papale (2015) reference so we thank you for that.  We point to the comments in response to referee 
one and two. Given the comments made reviewer one and two we suggest that such a network wide 
analysis of the performance of gap filling tools is best suited to a separate paper that includes both of 
the major tools used in the OzFlux network (OzFluxQC and DINGO).  It is a good idea to include some 
discussion of where this paper sits in terms of current community practice and how it advances new 
or best practice.  This could focus around the novel contribution in the calculation of uncertainties. 

Specific comments: 

 - The representation of meteorological quantities should make more effort to be consistent with community 
standards. I have found Reifsnyder et al. (1991) particularly useful for this purpose, presenting the symbols, 
units, and notation for use in the journal Agricultural and Forest Meteorology. Conforming to these where 
possible/practical will improve the readability and reach of the manuscript. Also, both Fre (pg. 3, line 31) and 
ER (Fig. 1) are used in the manuscript to represent ecosystem respiration, and both Fc (pg. 6, line 14) and 
NEE (Fig. 1) are used to represent net ecosystem exchange of CO2. 

• Thanks again for the Reifsnyder et al. (1991) paper this will be a useful reference source in the future. 
Unfortunately the terminology this paper derives from the OzFlux terminology used in the initial 
processing in OzFlux QC and this has transferred to this paper to be consistent.  The terminology is 
defined there and has been published in the OzFlux QC special issue paper so we will maintain a 
consistent convention. We will however ensure that the use of terms are consistent throughout the 
manuscript. 

 - Pg. 5, line 17-20 & Pg. 6, line 9-11: Is there a threshold correlation below which the data are not gap-filled? 
A discussion of this topic is warranted. 

• There is currently no threshold, below which the data are not gap filled but this does raise a possible 
issue.  We looked back through the correlation values for each of the meteorological variables across 
a range of sites and across them the ‘best‘ correlation was never less than  0.5 (which is more than 
acceptable).  The DINGO tool does take the three nearest weather stations as well as the gridded 
meteorology to do the correlations and so amongst all of those sources then ranks the ‘best’ 
correlations.  As a result the ‘best’ correlation is always adequate. However, the ‘worst’ stations can 
have correlations of less than 0.1. We will add a description of this to the text.   

 - Pg. 5, line 17-20: Linear regression is a good start for using nearby station data for gap-filling. However, 
even from Fig. 2a (which looks to be a very clean example), the best correlation has a distinct non-linear 
component at the low end of values. Using this relationship to gap-fill the time series then extends the data 



into minimums not actually observed at the site, which has the potential to influence down-stream modeled 
physiological responses. Perhaps the manuscript could address this topic as a discussion point, and/or 
include a few different fitting functions in future iterations (maybe piecewise linear fits?).  

• The reviewer raises a good point and one which we have previously considered.   It would be easy to 
improve the statistical fit by increasing the complexity of the model from linear to piecewise linear to 
polynomial to machine learning. However, we feel that without any a priori reason for thinking that 
the relationship should be non-linear, then it is a slippery slope to go down to chase the best statistical 
fit particularly when this could result in non-physically realistic relationships between the two 
variables. We will add a discussion of this into the text. 

- Pg. 8, line 9-12: It would be informative to show some stats addressing how well this procedure replicates 
actual variation in solar radiation under cloudy conditions across the OzFlux network (opposed to using 
nearby BoM site data). What about using the diurnal average approach employed for estimating incoming 
longwave radiation under cloudy conditions (pg. 9, line 6-8)?  

• The Bureau of Meteorology insolation data we used are daily estimates as described in the manuscript 
– there are few ground-based BOM monitoring sites with half-hourly measurements of insolation (less 
than 10 across Australia), and none within a reasonable distance of the flux towers in the OzFlux 
network. The methodology described in the paper is simply a means of first correcting the daily 
estimates of insolation using the tower observations (where available), then downscaling these to half-
hourly values.  

• The BOM satellite- and model-derived estimates compare very favourably with daily cumulative 
insolation measured at the sites (r2 = 0.9+), and this could easily be included in the manuscript, but is 
generally discussed in the literature cited. Cloudiness is more problematic when downscaling from 
daily to (e.g.) half-hourly interval. The smooth insolation curve produced by the described algorithms 
is unlikely to reliably be realistic relative to ground-based measurements of insolation (which - 
depending on cloud type – would be much more temporally variable) simply because we have no 
information about temporal variations on this scale.  

• We could instead use the approach taken with incoming longwave radiation, but if we averaged the 
diel cycle over multiple days with similar insolation, here we would approach a smooth curve anyway 
(and the remaining variation would be meaningless because the amount of cloud cover over short 
periods is inherently unpredictable, at least deterministically). Moreover, since a cloudy summer day 
may have daily insolation levels similar to a clear winter day, the ranking algorithm may group and 
average days from very different times of year. This would have the effect of smearing sunrise and 
sunset times undesirably, and generally reducing the accuracy of insolation estimates generally 
because of the differing path length (and corresponding extinction) of the solar beam through the 
atmosphere at different times of year. 

- Pg. 10, line 4-5: How was the ANN hidden layer architecture of 24 and 16 nodes arrived at? Appropriate 
model complexity can significantly impact ANN model performance. Recent related works using ANNs for 
gap-filling have tested for ideal architectures (Papale and Valentini, 2003; Knox et al. 2015; Baldocchi et al., 
2016).  

• There is a compromise in the ANN model between statistical performance, training and over fitting.   
We simply used trial and error (through a systematic change in the range of parameters in the ANN 
model).  Importantly we examined the performance of the neural network model across three 
different temporal ranges (diel, seasonal and annual).  Many ANN combinations can achieve a good 
statistical performance across the mean range but be very poor at capturing the diurnal variation, for 
example. We have optimised the parameters to these three scales. Will add this to the text. 



- Pg. 10. ANN procedure: How are the data split into training and testing/validation sets? 

• The data are split into 80% training and 20% testing. This will be added to the text. 

- Pg. 12, line 12: “u* corrected output” implies that that data were somehow corrected for low u* conditions. 
I recommend rephrasing. - Pg. 12, line 16: Please clarify which Fre variable was used (Fre_NN or Fre_Con).  

• What is meant is that simply, once the Fc timeseries has been filtered for low u* values it is gap filled 
using ANN Fre model and the resultant output is labelled as Fc_ustar.  We will clarify this in the text. 

- Pg. 12, line 16: What does “ve” mean? (as in +ve, -ve)  

• Positive and negative. We will expand this in the text. 

- Pg. 12, line 17-22: This explanation is confusing. Recommend rephrasing. Consider explaining that forcing 
GPP to zero at night removes positive and negative random error equally, but forcing any positive GPP values 
to zero during daytime would bias results because only negative random errors would remain. Also, I am not 
sure what is meant by “no random error in the Re ANN calculation”, since random error is relevant in any 
model fit to real data.  

• Will be amended to read: 'GPP is equated to zero at night but is not forced to zero during the day. 
Since GPP is the difference between measured net ecosystem exchange and estimate ecosystem 
respiration, it incorporates random error that is superimposed on the measurements (and potentially 
also systematic error in the model), and may be correspondingly higher or lower than 'true' GPP. As a 
result, some GPP estimates may switch to positive sign when the signal:noise ratio is low (e.g. early 
morning / later afternoon). While these estimates are therefore unphysical, the effect of their  removal 
is to filter the positive domain of the random error distribution, thereby converting random error to 
systematic error.' 

- Pg. 14, line 16-27: Since the ANN is employed for gap-filling, why not use the model residuals as an estimate 
of the random error? The model residuals of high performance gap-filling algorithms such as the ANN 
provide a good, if not conservative estimate of the random uncertainty (Moffat et al. 2007, Richardson et al. 
2008). The daily differencing approach is muc more conservative as it includes natural environmental 
variability as a result of variation in the flux footprint. This would help alleviate some of the double-counting 
of uncertainty mentioned in a later paragraph (pg. 15, line 7-12). 

• Explicitly accounting for and interpreting the effects of radial variations in the flux source area requires 
relatively complex site-specific analysis that is presently considered to be beyond the scope of the 
development of this tool. Thus we would prefer to use a more conservative approach to uncertainty 
analysis that does include such effects, though we could be explicit in our reasoning in the manuscript. 
The major issue with double-counting across methods is that the model uncertainty is based on 
comparing observations to model estimates. The observations contain random error but we are 
counting model error as any discrepancy between model and measurement, thereby implicitly 
assuming a pure signal. Switching to characterisation of  random error using model residuals doesn't 
solve this problem, because in the case of model error, the random error is present but not explicitly 
characterised.  

• There are arguments for alternative methods of calculating model error. For example, we have 
explored repeatedly degrading an ANN-produce NEE signal with random error and training and 
deploying a model based on this data. However, this accounts only for the effects of random error on 
model parameterisation, thereby excluding any systematic error (for example associated with missing 
drivers) from model uncertainty estimates. Thus we consider our approach – which implicitly includes 
the effects of any systematic error – defensible. 



 

- Pg. 14, line 19: Please indicate what lowercase delta means. 

• Will be amended. 

- Pg. 14, line 18-21: Why must random error be calculated over bins of u*? (rather than over bins of (or a 
regression with) flux magnitude) –  

• Will be amended to read: 'Since random error is heteroschedastic, its magnitude (expressed by the 
standard deviation or σ[δ], since the mean is expected to be zero) must be expressed as a function of 
the mean flux magnitude.' 

Section 2.6 Uncertainties: This section would benefit from a discussion on the uncertainty propagated along 
the entire from a discussion on the uncertainty propagated along the entire processing chain described in 
the manuscript (i.e. using gap-filled ancillary drivers value to gap-fill fluxes).  

• Agreed. This is an area of expansion of the uncertainty estimation planned for the future. 

- Pg. 17, line 16-18: What is the suggested turnaround time from data collection to quality output from the 
procedure outlined in the manuscript?  

• Dingo will process the level 3 data from the OzFlux QC through to fully gap filled and partitioned data 
in less than 30 minutes on a desktop PC.  When the Barr et al. Methodology is used for computing u* 
this procedure adds another hour or so depending on the length of the dataset and the number of 
iterations in the bootstrapping. In addition, the uncertainty code adds another hour or so depending 
on the number of iterations chosen and the length of the dataset. This can be added to the manuscript. 

Technical corrections  

- All bulleted lists: In some cases the lack of sentence case following the bullet point makes sense. However, 
in many cases the sentence following the bullet is a standalone sentence and should use sentence case.  

• Will correct this. 

- Pg. 10, line 29: “stable conditions” should specifically reference “atmospherically stable conditions”  

• Will change to atmospherically stable conditions. 

- Pg. 13, line 26: I am confused by the sentence fragment “Once complete daily time series for the parameter 
estimates,. . .”. What about this: “Once daily estimates for the parameters are generated,. . .”  

• The referees suggestion is clearer and we will amend this in the text. 

- Labels in figures need cleaning up (e.g. Fig. 4 y-axis – what is CABLE?, Fig. 5 y-axis – make this human 
readable, Fig. 9b legend – what is the difference between Fc and Fc?, use superscript and subscripts where 
appropriate) 

• We will clean up the figures to have appropriate units. We will remove the titles from the plots in each 
figure. CABLE is the other name for the BIOS model used for soil gap filling but we will remove this 
from the figure. 

• In the legend of figure 9 the two colours are as stated in the caption “weekly plot with period of more 
than 30% missing data shown in light blue”.  We will tidy this up and make the legend clear. 

 - The manuscript needs thorough editing for typographical errors  

• Will do 
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