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The manuscript presents an overview of the software framework and methods for
automated gap-filling and partitioning of OzFlux tower network data. Overall, the
manuscript does a nice job presenting this overview with the right amount of detail
and rationale, and is well-written. The gap-filling and partitioning methods employed
are generally state-of-the-art community standards. That said, there is not much new
information here. Perhaps the greatest novelty lies in the gap-filling of ancillary drivers,
where to my knowledge the only other recent work on this topic is that of Vuichard and
Papale (2015). Although that work is not referenced, the present manuscript expands
upon it to incorporate data from nearby weather stations and satellite remote sensing
observations, with additional soil- and radiation-tailored gap-filling methods.

I have two major recommendations: 1) The manuscript could be made more impact-
ful by including an analysis of performance of the gap-filling and partitioning results
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across all or part of the OzFlux network. This would demonstrate the utility/flexibility of
the framework, its ability to address the grand science challenges identified in the in-
troduction, and highlight areas for continued improvement. 2) The paper would benefit
from a discussion of how the methods employed in this paper conform to or push the
envelope of current community practice. This would clearly communicate the signifi-
cance of the software suite and its novel contributions.

Specific comments:

- The representation of meteorological quantities should make more effort to be con-
sistent with community standards. I have found Reifsnyder et al. (1991) particularly
useful for this purpose, presenting the symbols, units, and notation for use in the jour-
nal Agricultural and Forest Meteorology. Conforming to these where possible/practical
will improve the readability and reach of the manuscript. Also, both Fre (pg. 3, line
31) and ER (Fig. 1) are used in the manuscript to represent ecosystem respiration,
and both Fc (pg. 6, line 14) and NEE (Fig. 1) are used to represent net ecosystem
exchange of CO2.

- Pg. 5, line 17-20 & Pg. 6, line 9-11: Is there a threshold correlation below which the
data are not gap-filled? A discussion of this topic is warranted.

- Pg. 5, line 17-20: Linear regression is a good start for using nearby station data for
gap-filling. However, even from Fig. 2a (which looks to be a very clean example), the
best correlation has a distinct non-linear component at the low end of values. Using
this relationship to gap-fill the time series then extends the data into minimums not ac-
tually observed at the site, which has the potential to influence down-stream modeled
physiological responses. Perhaps the manuscript could address this topic as a dis-
cussion point, and/or include a few different fitting functions in future iterations (maybe
piecewise linear fits?).

- Pg. 8, line 9-12: It would be informative to show some stats addressing how well this
procedure replicates actual variation in solar radiation under cloudy conditions across
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the OzFlux network (opposed to using nearby BoM site data). What about using the
diurnal average approach employed for estimating incoming longwave radiation under
cloudy conditions (pg. 9, line 6-8)?

- Pg. 10, line 4-5: How was the ANN hidden layer architecture of 24 and 16 nodes
arrived at? Appropriate model complexity can significantly impact ANN model perfor-
mance. Recent related works using ANNs for gap-filling have tested for ideal architec-
tures (Papale and Valentini, 2003; Knox et al. 2015; Baldocchi et al., 2016).

- Pg. 10. ANN procedure: How are the data split into training and testing/validation
sets?

- Pg. 12, line 12: “u* corrected output” implies that that data were somehow corrected
for low u* conditions. I recommend rephrasing.

- Pg. 12, line 16: Please clarify which Fre variable was used (Fre_NN or Fre_Con).

- Pg. 12, line 16: What does “ve” mean? (as in +ve, -ve)

- Pg. 12, line 17-22: This explanation is confusing. Recommend rephrasing. Consider
explaining that forcing GPP to zero at night removes positive and negative random
error equally, but forcing any positive GPP values to zero during daytime would bias
results because only negative random errors would remain. Also, I am not sure what is
meant by “no random error in the Re ANN calculation”, since random error is relevant
in any model fit to real data.

- Pg. 14, line 16-27: Since the ANN is employed for gap-filling, why not use the model
residuals as an estimate of the random error? The model residuals of high performance
gap-filling algorithms such as the ANN provide a good, if not conservative estimate
of the random uncertainty (Moffat et al. 2007, Richardson et al. 2008). The daily
differencing approach is much more conservative as it includes natural environmental
variability as a result of variation in the flux footprint. This would help alleviate some of
the double-counting of uncertainty mentioned in a later paragraph (pg. 15, line 7-12).
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- Pg. 14, line 19: Please indicate what lowercase delta means.

- Pg. 14, line 18-21: Why must random error be calculated over bins of u*? (rather
than over bins of (or a regression with) flux magnitude)

- Section 2.6 Uncertainties: This section would benefit from a discussion on the uncer-
tainty propagated along the entire processing chain described in the manuscript (i.e.
using gap-filled ancillary drivers value to gap-fill fluxes).

- Pg. 17, line 16-18: What is the suggested turnaround time from data collection to
quality output from the procedure outlined in the manuscript?

Technical corrections

- All bulleted lists: In some cases the lack of sentence case following the bullet point
makes sense. However, in many cases the sentence following the bullet is a stand-
alone sentence and should use sentence case.

- Pg. 10, line 29: “stable conditions” should specifically reference “atmospherically
stable conditions”

- Pg. 13, line 26: I am confused by the sentence fragment “Once complete daily time
series for the parameter estimates,. . .”. What about this: “Once daily estimates for the
parameters are generated,. . .”

- Labels in figures need cleaning up (e.g. Fig. 4 y-axis – what is CABLE?, Fig. 5 y-axis
– make this human readable, Fig. 9b legend – what is the difference between Fc and
Fc?, use superscript and subscripts where appropriate)

- The manuscript needs thorough editing for typographical errors
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