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We appreciate the time and effort spent by the reviewers in reviewing this manuscript.
We have addressed all the issues indicated in the review reports and believe that the
revised version will meet the journal’s publication requirements.

General comments: Looking at figure 8, it is apparent that the modelled peat depth vs.

the observed peat depth is not great. This | can understand, the climate of the holocene Printer-friendly version
when these peatlands were forming is not likely to be well captured with climate and

conditions as they were able to produce. My main issue is the NEE estimates from the Discussion paper
model are also not corresponding well to observations. In this instance the conditions

at the sites are well known and reasonable climate should be possible. The problem
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with the NEE values being off significantly is that it is difficult then to trust when the
model predicts the peat depth at sites should grow significantly or shrink since the
NEE is how that is controlled in essence.

| also feel that many of the model outputs are not compared to observations when they
should be. For e.g., the active layer depth is only compared at one of the 10 sites
simulated. Do any of the other sites have information about ALD? Do any have ALD
timeseries for comparision? What about the PFT distribution. The PFT distribution is
shown in Table 5 but is just a presence or absence. Is there any more quantitative
values that can be used to compare the model to obs here? Given the productivity
differences between PFTs, it could be instructive for interpretation of model-obs differ-
ences. For the WTP, could there be some comparisons not just of some mean annual
value but of the timeseries? |Is the water table correct at the different times of the year?
In general, much of the model performance is sort of dumped into tables, since this is
the first paper describing this peatland version of LPJ-GUESS | believe more effort has
to be put into demonstrating that the model doesn’t get things ’sort of ok’ for the wrong
reasons.

Response: We agree with the reviewer’s point that we need to give a better demonstra-
tion of the skill of our model. We have therefore clarified and improved these aspects
of the paper, and here we provide a summary of our changes.

Net Ecosystem Exchange (NEE)

We ran the model with the observed dataset for the Stordalen site from the year 2001-
2012 and our model predicts reasonable NEE values for the Stordalen site (see Fig. 11
in the revised manuscript (RM)). NEE outputs for the other three sites are almost within
the range of observed NEE values (see Table 5 in the RM), albeit with some differences.
Fajemyr and Degerd Stormyr are disturbed (i.e. subject to anthropogenic influence),
which we have haven’t accounted for in the model but relatively less influenced sites
(Stordalen and Siikaneva) showed close match with the observed values. Furthermore,
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water borne carbon fluxes are not included in the model and that is also one of the
potential causes of this discrepancy.

Peatlands are heterogeneous ecosystems and the carbon fluxes vary spatially and
temporally within the landscape. Ecosystem scale NEE can be obtained using eddy
flux towers, but previous studies have highlighted that peatland short-term NEE fluxes
show a lot of variability and may not be indicative of long-term peatland behavior
(Lafleur et al., 2003; Aslan-Sungur et al., 2016). We believe that it is equally im-
portant for models to capture the long-term carbon accumulation rate (LARCA). We
find our LARCA values are quite close to the Fajemyr and Siikaneva sites and in our
companion paper (Biogeosciences Discuss., doi:10.5194/bg-2017-34, 2017) we have
demonstrated that the model was able to capture the right LARCA values in almost all
the major peatland regions across the Arctic.

Active Layer Depth (ALD)

We have compared the simulated annual ALD with the observed values (1990-2011) for
the Stordalen site (see Fig. 9 in the RM) and even analysed the hummocks and hollow
ALD separately. We found that the magnitude, variability and trend of the simulated
annual ALD are close to the observed values (see Fig. 9 in the RM). ALD is shallow in
drier, elevated areas while deeper in wetter hollows, a phenomenon observed in many
permafrost peatland sites (Johansson et al., 2013). The ALD trends over the observed
period are also similar. Observed ALD trends are 69.2 cm/year, whereas the modelled
ALD trend is 68.2 cm/year over the same period.

Furthermore, in our companion paper we produced a permafrost extent map (see Fig.
5 on the page 28 in the companion paper) that captures the main features of the per-
mafrost distribution map developed by Tarnocai et al. 2009 (see their Fig. 1 on page
3), highlighting the robustness of the model in predicting the existence of permafrost in
other areas besides the sites discussed in this paper.

Water Table Position (WTP) and PFT distribution
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We have compared the observed annual and monthly WTP for a semi-wet patch in
Stordalen to the simulated result with our model’s semi-wet patches for the period
2003-12. The results were quite consistent with observed values (see Figs. 8 and A5
in the RM).

For majority of Stordalen peatland history, different species of mosses occupied the
mire. The model predicted correctly the dominance of wet PFT during 4000-3000 cal.
BP (see Fig. 6a in the RM). However, there was a certain period between 700-1700
cal. BP when graminoids were again the dominant PFT, but we could not reproduce
that period due to the climate forcing used here, as explained in the text. See lines:
527-533 in the RM.

We have given further responses to each of the reviewer's comments on WTP, plant
distribution, bulk density and ALD below.

line 10: Change ’'current’ to 'many’ in the start of the second sentence. Other models
do indeed have peatlands, e.g.

Response: We agree with the reviewer on this but many current models do not have
a multiple peat layer representation with permafrost functionality and we wanted to
highlight such functionality in current dynamic global vegetation models (DGVM), not
in other models. Only Kleinen et al. (2012) and Stocker et al. (2014) have introduced
initial representations of peat formation in a DGVM framework but both of them lack
permafrost functionality. The papers by Wu et al. (2016) and Alexandrov et al. (2016),
however, describe quite recent model developments but both were published last year
when this study was being submitted, so we couldn’t refer them. Also, these two mod-
els are not DGVMs (see Table S1 on page 45 (line: 793) in the RM- there are many
other models apart from the one mentioned in this table). In Table S1, comparison
of the functionality and scope of a representative set of current peatland models have
been mentioned. So, although we think current is a more appropriate word than many,
we have modified the earlier sentence and clarified the above points for the readers.
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Revised text (lines: 11-13 in the RM) - However, most DGVMs do not yet have detailed
representations of permafrost and non-permafrost peatlands, which are an important
store of carbon particularly at high latitudes.

[. 30: Do you really mean Wania et al here? That was a modelling study... If you are
talking about the mask used for the peatland regions that was Tarnocai, not Wania.
Cite the true reference please.

Response: We have now modified the sentence and added that reference (see lines:
30-31 in the RM).

Revised text: Around 19% (3556 x 103 km2) of the soil area of the northern peatlands
coincides with low altitude permafrost (Tarnocai et al., 2009; Wania et al., 2009a).

I. 38: Could add some of the refs | gave above to this list.

Response: We have added a reference to Stocker et al. (2014) (see lines: 37-39 in the
RM). Here we are referring specifically to DGVMs.

Revised text: Only a few DGVMs include representations of the unique vegetation,
biophysical and biogeochemical characteristics of peatland ecosystems (Wania et al.,
20093, b; Kleinen et al., 2012; Tang et al., 2015).

I. 40: See the Stocker ref along with Alexandrov to see if this statement is correct still.

Response: Many models described in these references did not have multiple annual
layer representations of peat accumulation and decomposition so we haven’t included
them in this sentence (see Table S1 in the RM (line: 793)). However, we have reformu-
lated the sentence for more clarity (see lines: 35-45 in the RM) and added a separate
sentence to acknowledge the work done by other modelling groups. Revised text- Dy-
namic global vegetation models (DGVMs) are used to study past, present and future
vegetation patterns from regional to global scales, together with associated biogeo-
chemical cycles and climate feedbacks, in particular through the carbon cycle (Smith
et al., 2001; Friedlingstein et al., 2006; Sitch et al., 2008; Strandberg et al., 2014;
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Zhang et al., 2014). Only a few DGVMs include representations of the unique vege-
tation, biophysical and biogeochemical characteristics of peatland ecosystems (Wania
et al., 2009a, b; Kleinen et al., 2012; Tang et al., 2015). Model formulations of mul-
tiple peat layer accumulation and decay have been proposed and demonstrated at
the site scale (Frolking et al., 2010; Heinemeyer et al., 2010) but have not yet, to our
knowledge, been implemented within the framework of a DGVM. However, peatland
processes are included in some other types of model frameworks (Morris et al., 2012;
Alexandrov et al., 2016; Wu et al., 2016) and been shown to perform reasonably for
peatland sites. Large area simulations of regional peatland dynamics have been per-
formed by (Kleinen et al., 2012; Schuldt et al., 2013; Stocker et al., 2014; Alexandrov
et al., 2016) (see Table S1).

I. 43: ’northern high latitudes, ... , could’ - suggest adding some commas.
Response: Thank you, we have done this (see lines: 47-49 in the RM)

Revised text: Current climate models predict that the northern high latitudes, where
most of the peatlands and permafrost areas are present, could experience warming of
more than 5°C by 2100 (Hinzman et al., 2005; Christensen et al., 2007; IPCC, 2013).

[. 70: By soil resources, you mean water right? nutrients are not simulated in this
version, correct? Response: Yes, by soil resources we mean water, not nutrients, and
we have clarified this in the text (see lines: 76-79 in the RM)

Revised text: Vegetation structure and dynamics follow an individual- and patch-based
representation in which plant population demography and community structure evolve
as an emergent outcome of competition for light, space and soil water among simulated
plant individuals, each belonging to one of a defined set of plant functional types (PFTs)
with different functional and morphological characteristics (see below).

[. 80: So how many soil layers? This description in this paragraph is different than the
figure. Please make them more congruent. | am still not sure how many layer were
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truly simulated.

Response: For Stordalen, 4739 + 100 peat layers were simulated, i.e. one peat layer
for each of the 4739 years after inception until year 2000, followed by a 100-year pro-
jection from 2001 to 2100. For Mer Bleue, it was 8400 + 100 layers. We can’t show that
many layers in a figure so we simplified the representation in schematic representation
of the model (see Fig. 1 in the RM and lines: 91-98).

Revised text: A one-dimensional soil column is represented for each patch (defined
below), divided vertically into four distinct layers: a snow layer of variable thickness,
one dynamic litter/peat layer of variable thickness corresponding to each simulation
year (e.g. 4739 + 100 layers by the end of the simulations, described in Section 2.4
below, for Stordalen), a mineral soil column with a fixed depth of 2 m consisting of two
sublayers: an upper mineral soil sublayer (0.5 m) and a lower mineral soil sublayer
(1.5 m), and finally a “padding” column of 48 m depth (with 10 sublayers) allowing
the simulation of accurate soil thermal dynamics (Wania et al., 2009a). The insulation
effects of snow, phase changes in soil water, precipitation and snowmelt input and air
temperature forcing are important determinants of daily soil temperature dynamics at
different depths.

[. 95 : based on what studies?

Response: We added the references after the second sentence but now we have
moved it a little further in the text for clarity (see lines: 104-105 in the RM)

Revised text: Woody litter mass from shrubs decomposes relatively slowly because it
is made up of hard cellulose and lignin (Aerts et al., 1999; Moore et al., 2007).

1.97: 1 don’t understand the ’fresh litter debris decomposes through surface forcing until
the last day of the year’. Surface forcing?

Response: When the litter (leaves and stems, where appropriate) is dropped on the
ground surface it doesn’t become a part of peat column (formed of multiple layers —
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see above) instantaneously. This litter then decomposes at rates depending on the
surface conditions in that year, i.e. surface temperature and moisture, becoming the
top layer in the peat layer of the soil column the following year. So, in our framework,
we decompose the litter mass present on the peat surface for the first year before it
transforms into a peat layer. However, for dead roots, we add them directly to the peat
layers where they belong (see lines: 106-110 in the RM).

Revised text: Fresh litter debris decomposes on the surface through exposure to sur-
face temperature and moisture conditions until the last day of the year. The decom-
posed litter carbon is assumed to be released as respiration directly to the atmosphere
while any remaining litter mass is treated as a new individual peat layer from the first
day of the following year, which then underlies the newly accumulating litter mass.

| 117 : Please put the values of all these constants in the text and not just the table. It
was confusing until | found the table since the table is not really mentioned until much
later.

Response: We have included constant values at all the appropriate places and also
referred earlier to Table 2 in the revised manuscript. See lines: 150-153, 156-158,
166-168, 219, 222, 231 and 234 and Table 2 in the RM.

1 117: How does K relate to K_o or K_i?

Response: We use K in general terms to refer to an overall decomposition rate of the
entire peat column. ki, however, is the decomposition rate of an individual peat layer
(i) (see Eqg. 2 and 3 in the RM) and ko is the initial decomposition rate. This distinction
was introduced by Clymo (1984) and is also used in the Frolking et al. (2010) and
some other publications on peatland modelling. We explain these variables just below
the equations where they were first defined and there we also referred to these papers
(see lines: 129-140 and 144 in the RM)

Eqgns 4 and 5 - would be nice if these were plotted, easier than trying to imagine in the
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head...

Response: We agree with the reviewer. We have now included them as a new figure
(Fig. A1 in the RM; see lines: 152, 158 and 728 in the RM)

In Fig. A1 (in the RM), we presented assumed decomposition dependency on (a) soil
temperature and (b) soil water content.

All egns - be consistent between 1.0 and 1 etc. in the equations.
Response: Agreed. We have changed all equations to use 1 consistently
Eqgn 6 - units?

Response: kg m-3 (Included in the text see lines: 166-167 in the RM)

[. 153 - value of the min and max bulk densities? Calculated somewhere?

Response: Minimum bulk density — 40 kg m-3 and maximum bulk density - 120 kg
m-3 They are prescribed values and inspired by the work of Frolking et al. (2010) (see
their Fig. 3 and Table 2 on page 6) where they used a similar range of 30-120 kg m-
3. Heinemeyer et al. (2010) prescribed a range of 50-100 kg m-3 (see their section
2.3.5 on page 214). Similar ranges can be found in the majority of peatlands (see the
explanation below).

pg 7 - choose one: cm or mm and please stick to whichever is chosen.
Response: Agreed. We have changed it to cm throughout.
Eqgn 8 - Did | miss how F was found?

Response: We gave the reference in the beginning but now we have placed it right
next to F (see line: 216 in the RM). F is the fraction of the modelled area subject to
evaporation (i.e. bare soil fraction) calculated by LPJ-GUESS, and explained in Gerten
et al. (2004) — see Eq. 9 on Page 254 in their paper. Revised text: Evaporation can
only occur when the snowpack is thinner than 1 cm and is calculated following the
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approach of Gerten et al. (2004), as in the standard version of LPJ-GUESS:
ET=1.32.E W c2. F

where E is the climate-dependent equilibrium evapotranspiration (cm), Wc is the water
content on the top 10 cm of the peat soil and F is the fraction of modelled area subject
to evaporation, i.e. not covered by vegetation (Gerten et al., 2004).

Egn 12: Are you sure this is a change of porosity? This looks more like a fraction of
original porosity. Change to me implies something like flux.

Response: Porosity, the volume of empty spaces over the total volume, varies between
0-1. In our implementation, porosity is a function of bulk density and it decreases from
(1-40/800 = 0.95) to (1-120/800 = 0.85) as bulk density increases. Frolking et al. (2010)
used a similar function (see their Eq. 18 on page 7) and we have given a reference to it.
Ryden et al. (1980) found a similar observed range of 0.97-0.88 in depressed patches
and 0.93-0.87 in elevated areas in Stordalen (see their Tables 2 and 3 on page 37-39).

L 227: So moss can get water from 50 cm mineral + peat depth until peat => 50 cm?
This seems strange and would greatly advantage moss for quite a while. Is there any
indication that moss can access water almost 1 m down? | find this difficult to believe.

Response: In our representation, moss can only take up water from the top 50 cm of
the soil. It can take up water from the top 50 cm of the mineral soil during the spin up
phase, after which it starts taking up the water from the peat soil (but again only the
top 50 cm). We have clarified this in the text. See lines: 243-249 in the RM.

Revised text: In the beginning of the peat accumulation process, plant roots are present
both in peat and upper and lower mineral soil layers but their mineral soil root distribu-
tion declines linearly as peat grows (see Fig. 2) and the corresponding mineral layer
reduction is used to access water from the peat layers. Mosses are assumed only to
take up water from the top 50 cm of the mineral soil in the beginning but once the peat
depth exceeds 50 cm they only take water from the peat layers (top 50 cm of the peat
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layer). Other PFTs can continue to take up water both from the mineral and peat soils
until peat depth reaches 2 m, and from only from the peat soil thereafter.

I. 253: How are the heights done? Is this peat height or actual elevation?
Response: It is the cumulative peat height minus the initial elevation.

I. 316: Sure it conserves the IAV - but it also then pegs the IAV as the same for the
whole simulation instead of perhaps changing through time.

Response: We agree with the reviewer on this point but it is a common technique used
for reconstruction of palaeo climate forcing when there are no proxy based climate
data available from which one could infer a change in IAV. We have clarified the text to
explain the effects of not capturing the AV, see lines: 507-515 and 527-533.

Revised text: Studies of the influence of GCM-generated climate uncertainty (i.e. vari-
ations in climate output fields among GCMs) on carbon cycle model prediction, un-
derline the high prediction error that can arise, for example in present-day biospheric
carbon pools and fluxes (Ahlstrém et al., 2013; Anav et al., 2013; Ahlstrém, 2016).
Potential bias and errors in the predicted climate may be expected to be even higher
in palaeoclimate simulations, not least due to the absence of instrumental observa-
tions for validating the models. Furthermore, in this study additional bias could arise
due to the interpolation procedure used to transform GCM output fields into monthly
anomalies, required to force our model. These were generated by linearly interpolating
between the climate model output, which is only available at 1000-year intervals. As
such, the applied anomalies do not capture decadal or centennial climate variability
that can contribute to climate-forced variable peat accumulation rates and vegetation
dynamics on these timescales (Miller et al., 2008).

Mosses emerged as the dominant PFT at the beginning of the simulation, while
300-400 years after peat inception shrubs started establishing in the higher elevated
patches as a result of a lowering of WTP. Graminoids were not productive during the
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entire simulation period apart from the period 4-3kyr cal. BP (Kokfelt et al., 2010).
The model predicted correctly the dominance of graminoids, characteristic of wet con-
ditions, during 4-3kyr cal. BP. However, a period of graminoid dominance between
700-1700 cal. BP was not accurately captured. One explanation can be the absence
of decadal and centennial climate variability in the adopted climate forcing data, re-
sulting in an “averaging out” of moisture status over time that elminates wet episodes
needed for graminoids to be sufficiently competitive.

[. 318: No, it is really reanalysis or interpolated climate. There are no ’observed’
gridded products available.

Response: Yang et al. (2012) developed an observed climate time series (50 m reso-
lution) from 1913-2006 for the Stordalen catchment. We used the first 30 years (1913-
1942) mean (i) and standard deviation (o) and drew randomly generated climate data
assuming a normal distribution. The randomly generated climate data is then applied
to the relative anomalies derived from the gridcell nearest to the location of the site
from millennium time-slice experiments using the UK Hadley Centre’s Unified Model.
Explained in detail between lines — 350-362.

Existing Text: The high spatial resolution (50 m), modern observed climate dataset was
developed by Yang et al. (2012) for the Stordalen site. In this dataset, the observations
from the nearest weather stations and local observations were included to take into ac-
count the effects of the Tornetrask lake close to the Stordalen catchment. The monthly
precipitation data (1913-2000) for Stordalen at 50 m resolution were downscaled from
10 min resolution using CRU TS 1.2 data (Mitchell and Jones, 2005), a technique
quite common for cold regions (Hanna et al., 2005). The precipitation data was also
corrected by including the influences of topography and also by using historical mea-
surements of precipitation from the Abisko research station record. Finally, monthly
values of Holocene temperature were interpolated to daily values, monthly precipita-
tion totals were distributed randomly among the number (minimum 10) of rainy days
per month from the climate dataset and the monthly CRU values of cloudiness for the

C12

Printer-friendly version

Discussion paper


http://www.biogeosciences-discuss.net/
http://www.biogeosciences-discuss.net/bg-2016-319/bg-2016-319-AC3-print.pdf
http://www.biogeosciences-discuss.net/bg-2016-319
http://creativecommons.org/licenses/by/3.0/

first 30 years from the year 1901-1930 were repeated for the entire simulation period.
We added random variability to the daily climate values by drawing random values from
a normal distribution with monthly mean (1) and standard deviation (o) of the monthly
observed climate were used for Stordalen from the period of 1913-1942 and for Mer
Bleue, 30 years of monthly CRU values from the period of 1901-1930 were used.

I. 341: Can you please expand more on why you needed to keep the mineral and
peat layers saturated during initialization. This to me would imply that your model was
out of equilibrium at the start of your runs and thus the transient behaviour would be
influenced by the model initial conditions. This is a bit worrying. Once you released the
saturated conditions the model could then over-react to dry conditions as mentioned.

Response: We adopted this model initialisation strategy partially to avoid any sudden
collapses of the peat column in very dry conditions because young, shallow peat can
become drier or wetter within a very short time span and continuous dry periods would
increase temperature dependent decomposition rates and reduce the accumulation
rate markedly. Furthermore, peatlands develop due to the complex processes of ter-
restrialisation or plaudification that are not fully captured by our model in its current
form. We agree that keeping the patches wet enough during the initialization phase
is a limitation of our model, but it is one that corresponds to allowing peat growth in
locally, low-lying saturated ecosystems in each gridcell.

I. 349 : This comment about adjusting to the local WTP really drives my request for
comparing timeseries of WTP since it is then apparent that we cannot put too much
stock in the mean WTP values matching reasonably.

Response: We forced the model with observed climate from 2001-2012 and found
modelled annual and monthly WTP for semi-wet patches are quite close to the ob-
served annual WTP from the year 2003 to 2012 (see Figs. 8 and A5 in the RM and
lines: 538-548 in the RM).

Revised text: The modelled annual and monthly WTP from 2003-2012 in semi-wet
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patches and modelled annual ALD 1990-2012 is in good agreement with the observed
values for the Stordalen region (Figs. 8, 9 and A5) supporting the ability of model to
capture hydrological dynamics that further drive peatland dynamics. For the additional
evaluation sites, modelled dominant vegetation cover, LARCA and WTP were in good
agreement with the observed values for the three selected sites at which this informa-
tion was available. Under the present climate, Stordalen was simulated to be a small
sink for atmospheric CO2, in agreement with observed NEE (see Fig 11). NEE inter-
annual range is likewise close to observations for the other Scandinavian sites (Table
5). However it is uncertain whether recent annual observations of NEE necessarily
reflect the long-term peatland carbon balance, in view of high variability on multiple
timescales. For example, Fajemyr has switched between source (14.3-21.4 g C m-2
yr-1 in 2005-2006; 23.6 g C m-2 yr-1 in 2008) and sink (-29.4 g C m-2 yr-1 in 2007;
-28.9 g C m-2 yr-1 in 2009) conditions in recent years, and this variability has been
attributed to disturbances and intermittent drought conditions (Lund et al., 2012).

In Fig. 8 (RM) (a) the total sum of precipitation (in cm) and (b) a comparison between
observed and simulated mean annual WTP for semi-wet patches in Stordalen for the
period 2003-2012 was presented In Fig. A5 in the RM a comparison between observed
and simulated monthly mean WTP (JJA) for semi-wet patches in Stordalen for the
period 2003-2012 have been shown.

[. 400: ’lower than 50 kg m-3’ - higher meant? I. 416: Any obs to compare with here?

Response: Simulating bulk density is a challenge. In some peatlands, it may increases
with depth due to compaction (Clymo, 1991; Novak et al., 2008) but other studies
have shown no net increase in the bulk density with depth in some other locations
(Tomlinson, 2005; Baird et al., 2016). In our study, the simulated bulk density is a
function of the total mass remaining and in the peat profile it varies between 40-102 kg
m-3 for Stordalen. Ryden et al. (1980) given a range of 45-230 kg m-3 (see page 41
and Table 5 and 6 in their paper) and our values are well within this range. We also
find bulk density doesn’t decline with depth and it is highly variable down the profile.
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Since the lower layers were frozen, they didn’t decompose significantly and their bulk
densities remain higher relative to other partially frozen or unfrozen layers. The value
referred to by the reviewer is the mean value of the entire simulated peat profile and it
was lower than 50 kg m-3 since the majority of peat layers are not highly compacted
as a result limited decomposition due to permafrost or high water contents (see lines:
429:440 in the RM).

Revised text: When the peat layers had decomposed sufficiently and lost more than
70% of their original mass (Mo), their bulk density increased markedly. The observed
monthly and annual WTP for the semi-wet patches and mean annual ALD were very
near to the simulated values (see Figs. 8, 9 and A5). The simulated bulk density
varies between 40-102 kg m-3 and the mean annual bulk density of the full peat profile
was initially around 40 kg m-3, increasing to 50 kg m-3 as the peat layers grew older.
Some studies (Clymo, 1991; Novak et al., 2008) noted a decline in bulk density with
depth due to compaction. However, the simulated peat column does not exhibit such
a decline with depth, instead being highly variable down the profile as found in other
studies (Tomlinson, 2005; Baird et al., 2016). Freezing of the lower layers inhibited
decomposition, with the result that bulk densities remained higher relative to other
partially frozen or unfrozen layers. The pore space and permeability are linked to the
compaction of peat layers. Therefore, when the peat bulk density increased, pore
space declined from 0.95 to 0.93 reducing the total permeability of peat layers that in
turn reduced the amount of percolated water from the peat layers to the mineral soil.

I. 421: Are there any vegetation reconstructions available for these sites? Pollen cores
that can help determine if the model successional sequence is reasonable?

Response: For majority of its peatland history, different species of mosses occupied
the Stordalen mire. The model predicted correctly the dominance of wet PFT during
4000-3000 cal. BP. However, there was a certain period between 700-1700 cal. BP
when graminoids were again the dominant PFT, but we could not reproduce that period
due to the climate forcing used here, as explained in the text. See lines: 527-533 in the
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RM.

Revised text: Mosses emerged as the dominant PFT at the beginning of the simula-
tion, while 300-400 years after peat inception shrubs started establishing in the higher
elevated patches as a result of a lowering of WTP. Graminoids were not productive
during the entire simulation period apart from the period 4-3kyr cal. BP (Kokfelt et
al., 2010). The model predicted correctly the dominance of graminoids, characteristic
of wet conditions, during 4-3kyr cal. BP. However, a period of graminoid dominance
between 700-1700 cal. BP was not accurately captured. One explanation can be the
absence of decadal and centennial climate variability in the adopted climate forcing
data, resulting in an “averaging out” of moisture status over time that elminates wet
episodes needed for graminoids to be sufficiently competitive.

Fig 1: why are the mosses all different colours? Can this diagram be simplified - like
only a couple grass instead of that dark mat? Should permafrost maybe be 'frozen
soil’ or maybe distinguish seasonally frozen soil from perenially frozen? Why is the
permafrost bubble circular? Would the model really have a different bottom permafrost
depth between its tiles in the same gridcell? | can understand a different top depth but
not really a bottom.

Response: Our moss colours are different because they depict different stages of
the moss growth cycle. However, for simplicity we have changed it to single colour.
Graminoids numbers are also reduced. We have changed the text from permafrost to
frozen soil and removed the circularity (see Fig. 1 in the RM). In principle, our model
can have different ALD values in each patch based on the soil temperature and soil
water content in that patch. Wet patches can have greater ALD than dry patches (see
Fig. 9 in the RM).

Fig 2: Perhaps choose a different acronym than UM since that is also used in the MS
to talk about a model.

Response: We have changed it to UMS (Upper mineral soil). See Fig. 2 in the RM.
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Revised caption: Fig. 2 in the RM - Root fractions in the upper (UMS) and lower
mineral soil (LMS) layers as a function of peat depth (m). The broken lines represent
root fractions in UMS and solid lines indicate fractions in the LMS.

Fig. 6 | find the acronym choice non-sensible. Why does the final S of deciduous
shrubs be S and not a D? Not a big deal but it makes it harder to quickly remember what
the acronym stands for. Response: We used HSS in the paper since it is the acronym
for High Summergreen Shrubs and LSS for Low Summergreen Shrubs (see Table 1
in the RM). These are the most common acronyms used in LPJ-GUESS publications
(Wolf et al., 2008; Miller and Smith, 2012). We have revised the figure (see Fig. 6 in
the RM).

Fig 7: No description of the X and Z in the caption. What do Top, Middle, and Bottom
really correspond to? This gets back to my earlier comment that | don’t understand
how your soil layers were divided.

Response: We have now explained X and Z in the caption. There are 4739 peat layers
and they were aggregated in to number of sublayers for the soil temperature calcula-
tion. We start with three sublayers of equal depth and add a new sublayer for every half
a meter peat depth increment. We adopted this scheme for soil temperature because
over the time these individual layers become so thin and numerous that they slow
down the numerical soil temperature calculations. In total, seven sublayers formed at
the Stordalen site and in figure the three sublayers are shown as top (average of layers
6+7), middle (average of layers 3+4+5) and bottom (average of layers 1+2). See lines:
172-181 in the RM. Revised text: To simulate permafrost, peat layer decomposition and
cycles of freezing and thawing, the soil temperature at different depths must be calcu-
lated correctly. In the Arctic version of LPJ-GUESS as described by Miller and Smith
(2012), mineral soil layers (i.e. below the peat layers added in this study) are subdi-
vided into 20 sublayers of 10 cm thickness to calculate soil temperature at different
depths. In our implementation, new peat layers are added on top of these mineral soil
layers. To overcome computational constraints for millennial simulations we aggregate
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the properties of the individual annual peat layers into thicker sublayers for the peat
temperature calculations, beginning with three sublayers of equal depth and adding a
new sublayer to the top of previous sublayers after every 0.5 m of peat accumulation.
This resulted, for example, in seven aggegate sublayers for the Stordalen simulations
described in Section 2.4. The result is a soil column with a dynamic number of peat
sublayers, 20 mineral soil layers and multiple “padding” layers to a depth of 48 m. A
single layer of snow is included, as in existing versions of the model.

Revised Caption: Fig. 7. (a) Total simulated peat ice fraction (10-year moving average)
over 4700 years at Stordalen. Peat layers corresponding to annual litter cohorts were
aggregated to top (top 1 m), middle (middle 1 m) and bottom (lower 1.5 m) for display.
(b) Total simulated ice fraction for 1900-2100 following the RCP8.5 scenario (see Fig.
A6 for the RCP2.6 scenario results), (c) Total simulated mean September active layer
depth for the last 4700 years and (d) for 1900-2100 at Stordalen following the RCP8.5
scenario (FTPC8.5) and RCP2.6 scenario (FTPC2.6).

Fig 8: As | said in the general comments, this figure does not give much confidence
when combined with the NEE results.

Response: As mentioned earlier, NEE outputs for the other three sites are almost within
the range of observed NEE values (see Table 5 in the RM), albeit with some differences.
The recent short-term NEE values are not the right criteria to judge whether the model
is doing the right job or not because they vary a lot spatially as well as temporally
and since the peatland landscape is such a heterogeneous site, the NEE values vary
between each points. Though, large-scale fluxes can be obtained from eddy flux tower
but they also showed high variability (Lafleur et al., 2003; Aslan-Sungur et al., 2016). In
this study, some sites (Fajemyr and Degero Stormyr) are relatively disturbed sites with
high N deposition which might have influenced their NEE fluxes (Lund et al., 2007).
The other factor of large uncertainty in NEE in Fajemyr is non-inclusion of trees. Also,
water borne carbon fluxes (DOC) and CH4 are not yet considered in our model (but are
under development; e.g. Tang et al., 2015b). Inclusion of these factors would minimize
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the uncertainty. This is the reason we didn’'t do any future predictions for these sites.
However, comparatively less disturbed sites showed reasonable simulated NEE values
(see Fig.11 in the RM). We believe, the right evaluation for the peat carbon balance can
be extracted from long-term carbon accumulation values (LARCA) and we find a close
match between modelled and observed LARCA values. In our companion paper, we
have found the model is able to capture the right LARCA value across many regions.
See lines: 540-548 in the RM.

In Fig. 11 of the RM, we presented (a) annual simulated NEE (kg C m-2 yr-1) for
Stordalen and (b) relationship between observed and modeled annual NEE (kg C m-2
yr-1) for three Scandinavian peatland ecosystems (Table 5; observed NEE data from
(Aurela et al., 2007; Lund et al., 2007; Sagerfors et al., 2008; Aslan-Sungur et al.,
2016)). EC = eddy covariance (flux tower) data; CH = chamber flux measurements.

Revised text: For the additional evaluation sites, modelled dominant vegetation cover,
LARCA and WTP were in good agreement with the observed values for the three
selected sites at which this information was available. Under the present climate,
Stordalen was simulated to be a small sink for atmospheric CO2, in agreement with
observed NEE (see Fig 11). NEE interannual range is likewise close to observations
for the other Scandinavian sites (Table 5). However it is uncertain whether recent an-
nual observations of NEE necessarily reflect the long-term peatland carbon balance,
in view of high variability on multiple timescales. For example, Fajemyr has switched
between source (14.3-21.4 g C m-2 yr-1 in 2005-2006; 23.6 g C m-2 yr-1 in 2008)
and sink (-29.4 g C m-2 yr-1 in 2007; -28.9 g C m-2 yr-1 in 2009) conditions in recent
years, and this variability has been attributed to disturbances and intermittent drought
conditions (Lund et al., 2012).

Also, see Table 5 in RM where observed dominant vegetation cover, long-term appar-
ent rate of carbon accumulation (LARCA), short-term net ecosystem exchange (NEE),
and annual water table position (WTP) compared with mean modelled values (1990-
2000) for the 3 grid points in Scandinavian region were included
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Fig A1 - perhaps add total water (liquid and frozen) so we can see if the total content
was changing and it wasn’t just changing phase.

Response: We have added a new panel showing the total water and ice in cm (see Fig.
A4 in the RM). In the figure, total water is the melted water and total ice is the frozen
water.

Table 2: density is needing the o as an subscript. Also please bring these all into the
main text, it is annoying to have to search out the table when one is reading the text
(and it is often not mentioned that one needs to search for a table...)

Response: We have added a subscript to the density parameter. We have also in-
cluded all the parameter values in the text and we also now refer to Table 2 in RM
when a new constant is first mentioned See lines: 150-153, 156-158, 166-168, 219,
222, 231 and 234 and Table 2 in the RM.

Table 5: WTP units? Please put in proportions of the veg so we can tell if the propor-
tions modelled are in any way correct rather than just presence/absence.

Response: The WTP unit is cm and we have included in the text (see Table 5 in the
RM). However, we unfortunately couldn’t find total vegetation proportion data for these
sites.
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