
Response to referees’ comments on “Microbial dynamics in a High-Arctic glacier forefield: a 

combined field, laboratory, and modelling approach.” 

 

 

We would like to thank the reviewers for their extremely helpful and constructive comments and 

suggestions, which helped improve the manuscript significantly. In what follows, we addressed all 

concerns that were raised.  

 

Reviewer: 1 

 

1. The manuscript, “Microbial dynamics in a High-Arctic glacier forefield: a combined field, 

laboratory, and modelling approach” presents a novel study combining field sampling and 

numerical modeling (the previously described SHIMMER model) to characterize microbial 

decomposer dynamics and community composition along a soil chronosequence in a 

oligotrophic, glacial forefield soil system in Svalbard. 

 

In general, I found the manuscript to be clearly written and the methods/results easy to 

interpret. Critically, I believe the manuscript could be significantly improved if there were 

specific hypotheses to guide the study. For example, rather than ‘exploring’ microbial 

community structure and C cycling dynamics in this recently exposed, High Arctic soil 

environment, how and why did the authors expect these dynamics to differ along the soil age 

chronosequence (0 – 113 years old)? While the integration of the field and modeling efforts are 

commendable, I was surprised that the work was not guided by more clearly defined 

hypotheses that the model then tested. 

 

The reviewer raises a valuable point. We have modified the text for a revised version of the 

manuscript, where appropriate, such that it is more clearly hypothesis driven.  

 

“The integrated field-model investigation aims at testing the hypotheses that to microbial growth and 

microbially-induced organic matter transformations can drive the accumulation of microbial biomass 

and available soil nutrient pools over a century of soil development, as well as that that changes in 

soil geochemistry (e.g. accumulation of nutrients, decomposition of labile substrate) are driven by 

microbial processes, and that those changes in soil geochemistry are reflected in the microbial 

community composition. Laboratory experiments were specifically carried out to constrain the most 

sensitive model parameters that had been previously identified through comprehensive sensitivity 

studies. Together with the collected field data, these experimentally informed helped improve the 

confidence in our model predictions and understanding of soil development at the Midtre Lovénbreen 

forefield.” 

 

“Thirdly, high rates of substrate degradation encouraged by low BGE were responsible for rapid 

nutrient release, thus supporting the hypothesis that observed changes in soil geochemistry are 

driven by microbial processes.” 

 

2. I was also interested in seeing a stronger discussion of how this study might compare to 

other arctic (high and low) and alpine glacial forefield systems. 

 

For a revised manuscript, we have expanded on comparisons in section 4 (Discussion). We have 

added additional studies for comparison (from Alpine, Arctic and Antarctic forefields) and provided 

more detail on individual studies. However, for sake of being concise, the reader is also directed, in 

the revised manuscript, to Bradley et al. (2014) for a thorough review of microbial dynamics in Arctic, 

Alpine and Antarctic glacier forefields, in which heterogeneities between glacier forefields are 



compared, contrasted and discussed in detail (rather than adding lengthy additional discussion to the 

manuscript). 

 

3. L. 182, 189, 233, elsewhere. Why was the C content (TOC and inorganic carbonates) of 0 

year old soil analyzed, but not the other samples in the chronosequence? 

 

C content of year 0 soil was analysed primarily to constrain the initial value of TOC in SHIMMER. 

Initial values for all state-variables are a pre-requisite for modelling using SHIMMER (see Bradley et 

al. (2015)). During fieldwork, soil samples were collected from the entire glacier forefield for TOC 

analysis. This is the subject of ongoing analytical work and will be presented in a forthcoming 

publication alongside additional detailed geochemical profiles and weathering indices. Preliminary 

analyses indicate a range in TOC from 600-3000 µg C g-1 with high variability across the glacier 

forefield chronosequence. The range of values is in good agreement with model simulations. 

 

 

4. Similarly, I was not convinced that by testing the microbial growth rate and respiration for 

the 113 year old sample only (L 191 – 192); why not explore the growth rate and respiration 

dynamics for the microbial biomass across the chronosequence, even if biomass is lower in 

those soil ages? 

 

Laboratory incubations of soil samples were conducted in order to derive estimations for the most 

sensitive parameter values that had been previously identified through comprehensive sensitivity 

studies (Bradley et al., 2015). Many microbial or microbially-mediated processes such as microbial 

growth and organic matter decay are controlled by a complex interplay of different factors such as, for 

instance, light, temperature, thermodynamics, moisture availability and community structure. For 

modelling purposes, these semi-tangible biologically relevant expressions may be represented by 

parameters and determined empirically using well-designed experimental protocols. The design of 

laboratory experiments to inform model parameters must thus implicitly account for neglected factors 

from the model description (see e.g. Blagodatsky and Richter (1998), Blagodatsky et al. (1998)) 

however all other factors must be controlled - in order to isolate the effects of specific variables.  

 

Thus, in order to mitigate variability in measurements derived from differences in soil properties 

between soil ages, laboratory experiments were conducted on a single soil age. A key assumption of 

the SHIMMER model (Bradley et al., 2015) is that the parameter values are defined as constants (i.e. 

fixed) thus do not vary with soil age or soil properties. Moreover, it is the changing environmental 

(temperature, light) and geochemical (carbon substrate, available nitrogen, available phosphorus) 

conditions that drive changes in microbial activity by mathematical formulations (e.g. Monod kinetics) 

in the model equations. In a laboratory set-up encompassing a range of soil ages, it would be 

extremely difficult to disentangle and quantify the interacting sources of variability in measured rates 

due to the interplay of various environmental and geochemical differences between sites. Thus, 

confidently isolating and quantifying the effect of a single variable on measurements would not be 

possible if parameter values were derived from multiple soil ages.  

 

In order to quantify variability in parameter values attributed to experimental procedures and 

measurement techniques, replicate incubations and measurements were performed, and the 

variability is presented in the manuscript as confidence intervals. We also explored these ranges 

numerically in additional model runs (illustrated in yellow in Fig. 6 (a-c)). 

 

Here, we present a meaningful integration of field and laboratory derived data with numerical 

modelling. The design of this study provided a simple means of deriving a plausible range for three 

key parameters, in order to refine model predictions.  

 



We have revised the manuscript to briefly highlight this point: 

 

“The microbial activity was determined in 113 year old soil samples after they were thawed (in the 

dark at 5°C to mimic typical field temperature) for 168 hours. This age was chosen because these soil 

samples were assumed to be the ones with the highest microbial biomass and activity and thus the 

most appropriate for all laboratory measurements. In order to mitigate the effect of variability derived 

from differences in soil properties between soil ages (that will later be predicted by the model), 

laboratory experiments were conducted on a single soil age, with replicate incubations to assess the 

possible variability in rates (and thus parameter values) that can be attributed to experimental 

procedures and measurement techniques.” 

 

5. Paragraph beginning L. 231. For the soil respiration study, why not include a range of 

temperatures (not just 5 and 25C, which may be beyond the peak metabolic tolerance for this 

community)? Do you have any data to support these temperature choices?  

 

The SHIMMER model is designed such that temperature dependency of microbial growth is described 

by a Q10 formulation: effectively slowing down or speeding up all life processes with soil temperature 

change.  

 

Q10 is commonly calculated by the equation: 
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Where R1 and R2 represent the measured reaction rates at temperatures T1 and T2. 

During the process of model development, testing, sensitivity assessment and validation, the 

reference temperature (T2) for which rates (Imax and α) are described was chosen to be 25˚C - which is 

commonly used for measurements of microbial growth in soils (Mur et al., 1999; Ingwersen et al., 

2008; Frey et al., 2010; Knapp et al., 1983; Zelenev et al., 2000; Darrah, 1991; Blagodatsky et al., 

1998; Vandewerf and Verstraete, 1987; Foereid and Yearsley, 2004; Toal et al., 2000; Scott et al., 

1995), including in glacier forefields (Frey et al., 2010) and Svalbard tundra soils (Stapleton et al., 

2005). Thus, we were able to derive appropriate parameter values, and in the present study, were 

easily able to compare our maximum growth rates with the previously identified plausible range (as 

illustrated in Fig. 5). Since the Q10 formulation describes a relationship between two temperatures, we 

chose a second temperature value that is typical for Svalbard soils (5˚C, see Fig. S3, Supplementary 

Information) in order to derive the Q10 value. 

 

We have revised the manuscript to reflect this: 

 

“Samples were incubated at 25°C (in keeping with the design of SHIMMER and for comparison with 

previous plausible range (Bradley et al., 2015))…” 

 

6. Paragraph beginning L. 428 This information should be folded into the Results section.  

 

Agreed. Manuscript has been edited accordingly. 

 

7. Paragraph beginning L 448. Do you expect the Q 10 to vary seasonally (see Mikan et al. 

2002). If so, how would this affect the model interpretation?  

 

The referee raises a valuable point about the potential variability of Q10 over a temperature (or 

temporal) range, as discussed in Mikan et al. (2002).  

 



The Q10 (Arrhenius) model is derived from the fundamental relationship between temperature and the 

reaction rate of an elemental chemical reaction formulated by van t’Hoff, whereby: 

 

ln Q10 = ln (k2/k1) = Ea / r*(1/T1-1/T2) 

 

Where k1 and k2 are the rate constants at temperatures T1 and T2. Ea is the activation energy and R 

the gas constant. Q10 is thus not a constant property of a reaction, but decreases as temperature 

decreases.  

 

The Arrhenius equation is a semi-empirical formulation commonly used to describe the temperature 

dependency of the complex multi-step biogeochemical reactions involving a multitude of different 

organisms and intermediate products. The apparent values for A and Ea are generally calculated from 

rate measurements (although the Arrhenius equation relates the reaction rate constant, k, and not the 

rate to temperature). As a consequence, apparent values are an integrative measure of the activation 

energies of all the elementary reactions that comprise the overall reaction and thus, are appropriate 

for encapsulating the temperature response of the total microbial ecosystem and the organic matter 

degradability/availability. Therefore, apparent Eas show large variabilities between different 

environments and/or increase/decrease with for instance temperature, substrate bioavailability etc. 

 

Although temperature co-efficients are known to change depending on environmental conditions, we 

decided that a fixed-value Q10 model was the most appropriate for SHIMMER. We did so for the 

following reasons: 

 It represents an ecosystem response. The typical response of an individual organism to 

temperature is an increase in metabolic activity to a clearly defined optimum, after which rates 

decrease. However, the Q10 is more representative of a community response (see below) 

(Soetaert and Herman, 2009). SHIMMER is not an individual-based model, and groups 

multiple individuals and species together into six functional groups (A1-3 & H1-3). Thus, the Q10 

model is appropriate for representing the response of the grouping. 

 
Figure 1. Response of an ecosystem for individuals (thin lines) and for groups of 

organisms/ecosystem (thick line) (from Soetaert and Herman (2009)) 

 



 Q10 is a typical measure for soil respiration, both in field or lab analyses (e.g. Uchida et al. 

(2002), Tang et al. (2005), Zhou et al. (2013), Zheng et al. (2009)) and in models (e.g. Zhou 

et al. (2009)). Therefore, it is more familiar among this field of research. 

 Whilst it is known that the Q10 value varies depending on the environmental characteristics of 

the system of interest (Xu and Qi, 2001; Zhou et al., 2009), we can constrain the Q10 value 

from previous studies, and compare it with our own lab-derived value. 

 It is appropriate for the level of detail resolved by the model. If the model resolved finer 

detail (molecular and chemical processes), then an intrinsic temperature sensitivity (i.e. 

theoretic rates determined by molecular structure e.g. Gibbs free energy), or varying Q10 

model, may be appropriate. However, for the current SHIMMER model formulation, based on 

the current level of understanding of glacier forefield systems, the apparent temperature 

sensitivity (with appropriate environmental constraints caused by heterogeneous soil 

properties) formulated with a Q10 function over a typical temperature range is sufficient. 

 The Q10 formulation is simple enough that it could be fully tested in the sensitivity and 

uncertainty evaluation (Bradley et al., 2015). 

 

This has previously been discussed in Bradley et al. (2015) and elsewhere, and further discussion is 

beyond the scope of this paper. 

 

 

In order to address concerns about variable parameters, we have included the following additional 

text in the manuscript: 

 

“A major assumption of SHIMMER is that parameter values remain constant throughout the duration 

of the simulation. Empirical evidence suggests that parameters defined as fixed in SHIMMER (e.g. 

Q10) may be variable over time, however in SHIMMER, like many numerical modelling formulations, 

changing environmental (temperature, light) and geochemical (carbon substrate, available nitrogen, 

available phosphorus) conditions drive subsequent variability in microbial activity via mathematical 

formulations (e.g. Monod kinetics, see Bradley et al. (2015)) affixed to parameter values. A second 

major assumption is the assignment of measured rates to parameters for all microbial functional 

groups. Rather than taxonomic based classification, SHIMMER distinguishes and classifies microbial 

communities based on functional traits. These mathematical formulations assigned to, for example, 

microbial growth, between these groups are different to represent distinct functional traits associated 

with that group. Whilst actual rates may be different between different organisms and functional 

groups, for the level of model complexity and outputs required, a community measurement of those 

parameters is sufficient, particularly considering that the differences are accounted for in the 

mathematical formulation of SHIMMER (see Bradley et al. (2015)).” 

 

8. L. 538 – 540, elsewhere in the discussion. How would the authors propose to improve our 

understanding of allochthonous nutrient inputs in this system? Is there plant or lichen 

biomass at the older sites in the chronosequence? How does this compare to other glacial 

forefield sites? 

 

The importance of allochthonous nutrient contributions is one of the major unknowns, and thus 

sources of uncertainty, in investigations into microbial dynamics in glacier forefields (Bradley et al., 

2014). Current attempts to measure allochthonous inputs in the Midtre Lovénbreen catchment have 

relied on geochemical analyses of snow and rainfall, modelling, and constraining hydrological and 

budgets (Hodson et al., 2010; Hodson et al., 2005; Bjorkman et al., 2013; Kuhnel et al., 2013; Kuhnel 

et al., 2011). Improving the understanding of allochthonous nutrient inputs to the Midtre Lovénbreen 

forefield system is the subject of ongoing research. We are currently investigating the importance of 

allochthonous nutrient inputs with additional modelling simulations that explore a range of 

allochthonous nutrient input scenarios (as well as temperature, precipitation and snow cover 



scenarios). Preliminary results show that microbial biomass is highly sensitive to allochthonous 

nutrient input. Each functional group responds uniquely to allochthonous inputs. Similarly, soil of 

different ages responds with varying sensitivity to allochthonous inputs. We are preparing a 

manuscript for publication of these results since it is beyond the scope of the present study. Fungi, 

lichen and plant biomass is present at the older sites in the Midtre Lovénbreen forefield, as explored 

by Moreau and others (Moreau et al., 2005; Moreau et al., 2008). However, the initial young stages of 

the Midtre Lovénbreen forfield soils are characterized by microbes with almost a complete absence of 

plants, making this system an ideal location to study the interactions between microbes and rock 

during soil formation. 

 

9. L 183. ’as-collected’ is not phrased correctly. 

 

Agreed. Manuscript has been edited accordingly. 

 

10. Instead of reporting P > 0.05 for non-significant results, report the actual P-value. 

 

Agreed. Manuscript has been edited accordingly. 

 

 

11. L 345. Please report error around mean respiration values presented. 

 

Agreed and included in revised manuscript. 

 

 

12. L 351. Do you mean P > 0.05? 

 

Yes. P-values included in revised manuscript. 

 

 

 

Reviewer: 2 

 

1. This combined laboratory and modeling study of microbial community development in 

glacier forefields was well designed and well written, but narrowly limited to a very specialized 

environment. In addition, although the Midtre Lovenbreen forefield seems ideal for the study of 

soil microbial community succession in an extreme oligotrophic system, it also seems to be 

an outlier among such systems, by having no vegetation. Thus, the results are interesting with 

respect to potential microbial succession without the influence of plants, but may have little 

relationship to any natural system. It would have more general appeal if the authors try to 

relate their work to more common soil microbial communities or, alternatively, to those in 

other extreme environments, like Antarctic soils, desert microbial crusts, cryptoendoliths, etc. 

 

Most of the non-ice-covered surface land area of Antarctica and the high Arctic has very little plant 

coverage. Thus, the system investigated in this study in fact represents a major ecosystem, 

experiencing extremely rapid climatological changes, that is presently under-investigated. This study 

aims to identify and characterize the process of soil development before the influence of plants. Thus, 

as the reviewer mentions, the Midtre Lovénbreen forefield is an ideal location to study these 

processes, since the forefield of this glacier provides one of the best ways to understand the 

interactions between microbes and rock during soil formation. Thus, this study focusses in detail on 

this catchment to tackle this specific problem rather than arctic and desert soils more generally. 

However, the design of SHIMMER is kept as general as possible, and thus is easily transferable to 

other microbial ecosystems such as desert soils, ice surfaces (e.g. cryoconite), microbial mats and the 



built environment (e.g. fuel and chemical storage). Thus, we anticipate future research integrating 

modelling with empirical data in a variety of environments. 

 

 

2. For similar reasons, the argument that these communities might make important 

contributions to atmospheric CO2 requires more information about the total amount of land 

involved over a defined time frame and thus the quantities of CO2 likely to be emitted. If 

microbial communities actually drive the net accumulation of organic matter and nutrients in 

the centuries after glacial retreat, this argues for net C-sequestration rather than release. The 

authors make their best case for this study with regard to uncertainties in the sources and 

fates of organic matter and nutrients in these systems, rather than extrapolations to global C 

cycling. 

 

The importance of glacier forefield soils to atmospheric CO2 concentrations and global C cycling is not 

well understood. There has so far been no effort to quantify the effect of soil development on 

atmospheric CO2 concentrations. Here, we do not present data to support or reject such claims that 

glacier forefields are important to atmospheric CO2 or global C cycling. Thus, we are careful in this 

manuscript to not make unjust statements and do not attempt to make extrapolations or upscalings. 

We have edited the manuscript replacing “CO2 efflux” with “net ecosystem production” to avoid 

confusion and misinterpretation of the results presented here. 

 

 

3. The key terms for model sensitivity, i.e., heterotrophic growth rate, bacterial growth 

efficiency and temperature response, are generally the parameters that are important to other 

models. That these terms were assumed to be the same for all microbial groups is 

problematic, as many other field, laboratory and modeling studies have reported otherwise. 

For example, it is unlikely that the maximum growth rate is so high and yet BGE is so low and 

both are the same for all autotrophs and heterotrophs. 

 

In Bradley et al. (2015) we identified heterotrophic growth rate, bacterial growth efficiency and 

temperature response to be highly sensitive and poorly constrained parameters. In that paper, we 

derived the plausible ranges for these parameters based on other models and other lab experiments. 

The number and the range of estimations for these key parameters was reasonably large due to their 

importance in quantitative assessments of ecosystem properties and numerical modelling. Whereas it 

is not novel to measure growth rate, bacterial growth efficiency and temperature response, we did so 

in order to reduce the plausible range, derive a value that is appropriate for the system specifically of 

interest here (soil bacteria from the forefield of the Midtre Lovénbreen glacier), and, most novel, 

significantly refine model predictions. The low measured BGE is not uncommon for glacial 

environments (Anesio et al., 2010; Hodson et al., 2007) 

 

We know that growth and BGE are different for the different organisms resolved in SHIMMER, 

however, for the level of model complexity and outputs required, a community measurement of those 

parameters is sufficient, particularly considering that the differences are accounted for in the 

mathematical formulation of SHIMMER (see Bradley et al. (2015)). 

 

For a revised version of the manuscript, we have included text in the discussion to reflect on the 

assignment of parameter values to microbial groups: 

 

“A second major assumption is the assignment of measured rates to parameters for all microbial 

functional groups. Rather than taxonomic based classification, SHIMMER distinguishes and classifies 

microbial communities based on functional traits. These mathematical formulations assigned to, for 

example, microbial growth, between these groups are different to represent distinct functional traits 



associated with that group. Whilst actual rates may be different between different organisms and 

functional groups, for the level of model complexity and outputs required, a community measurement 

of those parameters is sufficient, particularly considering that the differences are accounted for in the 

mathematical formulation of SHIMMER (see Bradley et al. (2015)).” 

 

Please also see response to Reviewer 1, point 7. 

 

 

4. Moreover, citing Allison 2005 for exudation rates, given that his earlier work was based on 

Hawaiian sites, seems a strange match to this study. 

 

During the design, testing and validation phases of SHIMMER (Bradley et al., 2015), plausible 

parameter values were derived from appropriate literature, including empirically based studies on soil 

microbial communities and numerical modelling investigations. Allison (2005) is a helpful study for a 

numerical investigation into exudation and this work provides a useful framework for examining 

microbes that control the degradation of organic matter. The Allison (2005) is intended to simulate a 

microbial ecosystem whereby co-existence and scarcity of resources (e.g. substrate) are major 

important factors – which is appropriate for glacier forefield systems (Schulz et al., 2013; Bradley et 

al., 2014). For SHIMMER, we therefore adapted and simplified this study such that it is suitable for the 

Arctic environment and the data availability for this study site. We explored the plausible range for 

exudation (and the plausible range of other parameters) through sensitivity and uncertainty testing. 

The exudation parameter was found to be extremely insensitive (compared to other more poorly 

constrained and sensitive parameters); thus model results do not depend strongly on this value and 

hence confidence in model results does not rely on deriving an exact value. Accordingly, the original 

value for exudation rate (derived in Bradley et al. (2015)), whilst not entirely perfect, nor exact, is 

reasonable for the purpose of the present study. 

 

5. Model: despite the supplemental information, I needed to read Bradley et al. 2015 for the 

details of SHIMMER. I’m not certain that anyone could easily decipher the manuscript without 

doing so. 

 

The description of SHIMMER in the present study is relatively brief for sake of manuscript length and 

because the Geoscientific Model Development paper (Bradley et al., 2015) already provides a very 

comprehensive and detailed model description, sensitivity tests and model case studies. Here, we 

sought to include the appropriate level of detail necessary for the reader to gain a critical 

understanding of SHIMMER by presenting the central components and key processes. For a full 

description of SHIMMER, the reader is directed to Bradley et al. (2015). Nevertheless, we have edited 

the description of the model (2.5. Microbial Model: SHIMMER) such that the description is more 

comprehensive and laid out more clearly, as well as including a conceptual diagram of the model (as 

presented in Bradley et al. (2015)) in the Supplementary Information (Fig. S2). 

 

 

6. Line 192: SOC quality might reasonably select community composition. If empirical data 

suggest otherwise, please show these results. Are changes in SOC quality characteristics over 

time (labile/refractory) known from field sites?  

 

Empirical evidence suggests that organic substrate resource quality influences microbial community 

composition in glacier forefield soils (Zumsteg et al., 2013). Unfortunately we do not currently have 

empirical data on SOC quality. However, the model is part of an iterative approach and this is point 

will guide future research to test model results and interpretation with regard to changes in SOC 

quality. Several studies from Alpine glacier forefields have suggested the overall decline in quality of 

organic substrates in older soils compared to younger soils (Goransson et al., 2011; Insam and 



Haselwandter, 1989). A detailed assessment of glacier forefield geochemistry (including organic 

carbon characterisation using quantification and stable isotope methods) is the subject of current work 

and will be published in a separate study. 

 

7. Line 289: What is the quality of allochthonous inputs? Is it the same as initial materials?  

Perhaps I missed that information. The SHIMMER model description appears to conflate 

factors controlling the utilization rates of the labile and refractory substrates, so the dynamics 

aren’t easy to anticipate.  

 

The SHIMMER model distinguishes between two pools of organic matter: a reactive pool (S1) 

comprising highly available and fresh organic compounds that are preferentially degraded by 

microorganisms, and a less reactive pool (S2) represents the bulk of substrate present in the non-

living organic component of soil. There is interest among the geomicrobiological community in 

characterising changes in bioavailability of organic substrate with soil age. Thus, we divide substrate 

into two pools. In order to express a preference of labile substrate, the parameters JS1 and JS2 (with 

JS1 > JS2) represent factors that scale the maximum rate at which labile carbon substrate (S1) and 

refractory substrate (S2) are utilised, respectively. A two pool representation is the simplest way to 

simulate organic matter quality changes. We chose this simplistic approach because any further 

complexity is not possible to constrain. Presently, there is nor the understanding nor the data to justify 

resolving organic carbon compounds in any more detail than this. This is useful for a first attempt at 

modelling the processes that control carbon utilization in order to provide insight into the changing 

substrate dynamics with soil age in this High-Arctic forefield. The bioavailability of allochthonous 

inputs are assumed to be the same as initial materials and microbial necromass. For the revised 

manuscript, we have added a sentence to clarify this: 

 

“The bioavailability of allochthonous material is assumed to be the same as initial material and 

microbial necromass.” 

 

 

8. The lab results show high variability for low means, which provided no resolution of 

treatment effects. Clearly, the methods employed to determine BGE were too insensitive for 

these systems. The extraordinarily low BGE values in this system are fascinating, and contrast 

with other soil systems. This deserves more discussion and justification for remaining 

constant across groups and time. 

 

The purpose of measuring growth and respiration rates, as well as deriving BGE, was to reduce the 

plausible range of model parameters that is appropriate for the Midtre Lovénbreen glacier forefield 

community, and refine model predictions. Whilst variability in rates was high, we cross-correlated all 

measurements with quadruplicate measurements of biomass from each treatment in order to 

meaningfully quantify variability. We then explored a 95% confidence range for our measurements 

using SHIMMER. The variability resulting from laboratory experiments was minimal compared to the 

plausible range for parameter values prior to laboratory experiments. The referee suggests that 

additional discussion and justification of parameter fixing is deserved. We have discussed this in 

detail in response to Reviewer 1 (please see point 7). In order to address these concerns in the 

manuscript, we have included the following: 

 

“A major assumption of SHIMMER is that parameter values remain constant throughout the duration 

of the simulation. Empirical evidence suggests that parameters defined as fixed in SHIMMER (e.g. 

Q10) may be variable over time. However in SHIMMER, like many numerical modelling formulations, 

changing environmental (temperature, light) and geochemical (carbon substrate, availability of 

nitrogen and phosphorus) conditions drive subsequent variability in microbial activity via mathematical 

formulations (e.g. Monod kinetics, see Bradley et al. (2015)) affixed to parameter values. A second 



major assumption is the assignment of measured rates to parameters for all microbial functional 

groups. Rather than taxonomic based classification, SHIMMER distinguishes and classifies microbial 

communities based on functional traits. These mathematical formulations assigned to, for example, 

microbial growth, between these groups are different to represent distinct functional traits associated 

with that group. Whilst actual rates may be different between different organisms and functional 

groups, for the level of model complexity and outputs required, a community measurement of those 

parameters is sufficient, particularly considering that the differences are accounted for in the 

mathematical formulation of SHIMMER (see Bradley et al. (2015)).” 

 

The extraordinarily low BGE is not uncommon for glacial environments (Anesio et al., 2010; Hodson 

et al., 2007) however is contrasting with many other soil systems (Blagodatsky et al., 1998). We are 

presently conducting additional modelling studies to examine BGE and its effect on soil microbial 

dynamics in greater detail. 

 

 

9. Line 352: I assume that respiration rate was ug C/ g day? 

 

The units for maximum heterotrophic growth rate (represented by parameter ImaxH) are in fact per day 

(day-1) since this parameter represents the relative growth rate – that is, the growth rate relative to the 

size of the population, defined on the basis of doubling rate. Thus, the unit day-1 as written in the 

manuscript is appropriate for the parameter ImaxH. 

 

10. Lines 465-467: “Recycled” may not be the best term for the mineralization of C, N and P. In 

other microbial literature, this term refers to the reincorporation C, N and P into biomass from 

dead organisms. 

 

Agreed. Manuscript has been edited accordingly. 

 

11. Lines 510-512: The large difference in community structure between 16S and microscopy 

data deserves more discussion. This is a big departure from expectations (and simulations). 

What’s the reasoning? The same is true later (lines 536-538), although the spatial 

heterogeneity of Nostoc colonies provides a potential explanation: are observations available 

to contrast the N-characteristics of Nostoc +/- locations? 

 

The reviewer raises an important point about the apparent differences in microbial community 

structure between 16S, microscopy, and model simulations. 16S data is an exciting resource of 

information that is rarely (or never) used to test models. However, the environment (difficulty to extract 

DNA), the presentation (percentages of low concentration and thus easy to shift) and model 

uncertainties make comparisons challenging. This first attempt at comparison is will spark discussion 

and further development of approaches that compare 16S data with model results. It is clear from the 

results presented in this paper that standard analytical techniques encounter problems and limitations 

in this harsh biomass- and nutrient-poor Arctic soil environment, as shown by discrepancies in the 

microscopy, 16S data and model output, particularly in the later stages of soil development (illustrated 

in Fig. 8 by years 50 and 113). In the field, we observed patchy coverage of microbial mat coverage. 

Due to the random sampling approach, it is very possible that these (likely Nostoc colonies) were 

missed. It is also important to note that the model is not a tool to solely reproduce data. 

Discrepancies, such as in our data, show that further attention is required to the empirical methods of 

data generation and/or the model formulation. We have included additional discussion in the revised 

manuscript as appropriate: 

 

“Microscopic analyses indicated low total biomass in recently exposed soils (up to 1.7 µg C g-1 in soil 

exposed for 50 years) that was comprised predominantly of autotrophic bacteria. Model simulations 



agreed well with microscopy derived data. Overall, the 16S data, when categorised into functional 

groups as defined by the model, agreed well with the microscopy and model output in the very early 

stages of soil development. However, in later stages of soil development (50 years and older), 

microscopy and modelling suggested a continuation of predominantly autotrophic soil microbial 

communities whereas 16S sequence data notably indicated a predominantly heterotrophic 

community. With extremely low biomass, cell counts derived from microscopy, as well as 

representation of relative abundance by 16S extraction and amplification, can be largely skewed by 

relatively small variability in the soil microbial community. Furthermore, the comparative difficulty to 

lyse autotrophic bacteria (such as some groups of cyanobacteria) from an environmental sample 

compared to heterotrophic bacteria, and thus successfully amplify the 16S gene during the PCR 

process, may skew 16S sequence data in favour of heterotrophic sequence reads. Additionally, 

SHIMMER is an ambitious model in that it attempts to simulate, predict and constrain multiple 

functional types of bacteria species in a numerical framework. Numerical models containing multiple 

species or multiple microbial functional groups are often extremely challenging to constrain (Servedio 

et al., 2014; Hellweger and Bucci, 2009; Jessup et al., 2004; Larsen et al., 2012), and as such, the 

majority of microbial soil models often only resolve one or two living biomass pool that represents the 

bulk activity and function of the entire community (see e.g. Manzoni et al. (2004), Manzoni and 

Porporato (2007), Blagodatsky and Richter (1998), Ingwersen et al. (2008), Wang et al. (2014) and 

others. Our rationale for resolving six distinct functional groups was to quantitatively assess, using 

modelling, the relative importance of and role of each functional group at different stages of soil 

development. Regardless of discrepancies in older soils (over 50 years since exposure), both the 16S 

and microscopy data indicated that there was a mixed community of autotrophs and heterotrophs in 

soils of all ages, which was supported by modelling, since no functional groups were extirpated over 

simulations representing 120 years of soil development. Thus, SHIMMER is able to represent the 

diversity of the sample well over 120 years of soil development, but the detailed community 

composition requires further investigation. 16S data is an exciting resource of information that is rarely 

(or never) used to test models. However, the environment (difficulty to extract DNA), the presentation 

(percentages of low concentration and thus easy to shift relative abundance) and model uncertainties 

make comparisons challenging. This first attempt at comparison is will spark discussion and further 

development of approaches that compare 16S data with model results. 

 

Nitrogen-fixing bacteria were prevalent in recently exposed soils but declined in relative abundance 

with soil age. By fixing N2 instead of assimilating DIN, the model predicted that nitrogen-fixers were 

able to grow rapidly in the early stages relative to other organisms (Fig. 4a, 4b). The model prediction 

supports findings by previous studies demonstrating the importance of nitrogen fixation in Alpine (Duc 

et al., 2009; Schmidt et al., 2008) and Antarctic (Strauss et al., 2012) glacier forefields and other High-

Arctic (Svalbard, Greenland) glacial ecosystems (Telling et al., 2011; Telling et al., 2012). However, 

there was poor agreement on the relative abundance of nitrogen fixers between the model and the 

16S data in the later stages of soil development (years 50 to 120), particularly between autotrophs 

and heterotrophs. The model over-predicted the relative abundance of nitrogen fixing organisms (Fig. 

8). The majority of the biomass of the autotrophic nitrogen fixers was composed of sequences 

belonging to the cyanobacterium from the genus Nostoc. Nostoc forms macroscopically visible 

colonies that grow on the surface of the soils. Its distribution in the Arctic soils is thus extremely 

patchy and therefore, part of the discrepancy between the 16S data and the model regarding the 

relative distribution of the A3 group in the older soils could be due to under-sampling of the Nostoc 

colonies as a consequence of a random sampling approach. Furthermore, allochthonous inputs of 

nitrogen to the Arctic (e.g. aerial deposition (Geng et al., 2014)) strongly affect the productivity of 

microbial ecosystems and the requirement of nitrogen fixation for microbes (Bjorkman et al., 2013; 

Kuhnel et al., 2013; Kuhnel et al., 2011; Hodson et al., 2010; Telling et al., 2012; Galloway et al., 

2008). Thus, uncertainty in the allochthonous availability of nitrogen strongly affects nitrogen fixation 

rates. In attempting to replicate a qualitative understanding of the nitrogen cycle in a quantitative 

mathematical modelling framework, the predicted importance of nitrogen-fixing organisms may be 



over-estimated. The poor agreement in the relative abundance of nitrogen-fixers between the model 

and the 16S data indicates an incomplete understanding of allochthonous versus autochthonous 

nutrient availability. Allochthonous nutrient availability is a known source of uncertainty (Bradley et al., 

2014; Schulz et al., 2013; Schmidt et al., 2008), and addressing this concern is the subject of future 

work.” 

 

 

12. Line 602: I’m not convinced that it is possible to evaluate key processes independently of 

one another, as they occur simultaneously and interactively. So, I’m not certain what the 

authors are trying to say with this statement. Throughout, the relationships between 

allochthonous inputs, microbial production and necromass are uncertain. More clarity is 

needed in tracing the dynamics and interactions of these C pools. 

 

The reviewer has commented on the following statement: 

 

“This exercise shows how an integrated model-data approach can improve understanding and 

predictions of microbial dynamics in forefield soils and disentangle complex processes interactions to 

ascertain the relative importance of each process independently” 

 

With this statement, we refer to the budget of carbon fluxes derived from the modelling exercise; in 

particular illustrated by Fig 4 (original manuscript). We show here that via modelling, daily carbon 

fluxes can be derived which allows us to compare and contrast processes and fluxes at individual 

time-points (e.g. summer versus winter, young soil versus developed soil). This type of analysis is 

exactly the power of a modelling approach. 

 

We have edited this section so that it reads: 

 

“This exercise shows how an integrated model-data approach can improve understanding and 

predictions of microbial dynamics in forefield soils and disentangle complex processes interactions to 

ascertain the relative importance of each process independently (a process that would, for annual 

budgets, be extremely challenging with a purely empirical approach). Nevertheless, more clarity is 

needed in tracing the dynamics and interactions of these carbon pools to improve confidence, mostly 

as empirical data for model validation.” 
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