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Abstract. Biological soil crusts (biocrusts) are self-organised thin assemblies of microbes, lichens and mosses ubiquitous in
arid regions serving as important ecological and biogeochemical hotspots. Biocrust ecological function is intricately shaped
by strong gradients of water, light, oxygen and dynamics in abundance and spatial organisation of the microbial community
within a few millimetres of the soil surface. We report a mechanistic model that links biophysical and chemical processes that
shape the functioning of biocrust representative microbial community that interacts trophically and responds dynamically to
cycles of hydration, light, and temperature. The model captures key features of carbon and nitrogen cycling within biocrusts,
such as microbial activity and distribution (during early stages of biocrust establishment) under diurnal cycles and associated
dynamics of biogeochemical fluxes at different hydration conditions. The study offers new insights into the highly dynamic

and localised processes performed by microbial community within thin desert biocrusts.

1 Introduction

Large tracks of arid lands are often covered by thin biological soil crusts (hereafter, biocrusts) that, in the absence of significant
vegetation cover, play an important role in arid ecosystems. Biocrusts serve as biodiversity “hotspots” (Belnap et al., 2016)
and act as ecosystem engineers to promote rehabilitation of eroded soils in arid lands (Bowker, 2007). The photoautotrophs
inhabiting biocrusts support rich and diverse food webs and provide the main source of organic carbon covering over 70 %
of arid land surface area (about 30 % of all terrestrial surfaces; Belnap and Lange (2002); Mager (2010)). Biocrust micro-
bial activity produces extracellular organic exudates that alter the immediate environment by supporting a stable structure,
altering water retention and transport properties of the biocrusts (Mazor et al., 1996; Belnap and Lange, 2002; Belnap, 2003;
Rodriguez-Caballero et al., 2015). The resulting modification of local hydrological processes such as infiltration-runoff and
water storage (Chamizo et al., 2012) enhances the capability of other organisms to cope with water scarcity (Chamizo et al.,
2016; Faist et al., 2017). Furthermore, this water-regulating function of biocrusts also protects the soil surface against wind and
water erosion (Belnap and Gillette, 1998; Warren, 2001).

Evidence suggests that biocrusts are locally and globally important component of the ecosystem in terms of biogeochem-
ical fluxes; arid land biocrusts affect global cycles of carbon and nitrogen (Weber et al., 2016b). Biocrusts regulate carbon
dioxide efflux through soil by fixing ~ 0.6 Pg of carbon per year, which is about 9 % of the net primary productivity of this

ecosystem (Sancho et al., 2016; Elbert et al., 2012). Their contribution to nitrogen fixation from the atmosphere is even more
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significant, evaluated as about 26 Tg per year, corresponding to about 40 % of the global terrestrial biological nitrogen fixa-
tion (Elbert et al., 2012; Ciais et al., 2014). Although biocrust contribution to terrestrial nitrogen fixation is considerably high,
arid land ecosystems remain largely nitrogen-limited due to the substantial losses of nitrogen gas caused by abiotic (temper-
ature, pH) and biotic (nitrification, denitrification) processes (Peterjohn and Schlesinger, 1990; McCalley and Sparks, 2009).
The global emission of reactive nitrogen (such as NO, HONO) from biocrusts has been estimated at about 20 % of the globally
emitted reactive nitrogen compounds from natural soils (Weber et al., 2015).

Biocrusts are sensitive and highly vulnerable systems to anthropogenic and natural disturbances, leading to the erosion of the
invaluable microbial community (Kuske et al., 2012). Natural recovery of biocrusts is a slow process (multi decades) (Weber
et al., 2016a), and the recovery rates may vary widely depending on precipitation, soil texture, or carbon content (Weber
et al., 2016a). The recovery stage follows a general successional pattern beginning with surface soil colonisation by mobile
cyanobacteria such as Microcoleus vaginatus (Biidel et al., 2009; Zaady et al., 2010). The settlement of photoautotrophic
organisms is followed by other phototrophic, heterotrophic and chemoautotrophic microorganisms, algae, fungi, mosses, and
lichens etc (Pepe-Ranney et al., 2016). Most established biocrusts consist of microscopic and macroscopic organisms within
the top few centimetres of the soil surface (e.g., around 5 mm thick for cyanobacterial crusts and up to 5 cm thick for moss
crusts). A typical biocrust community consists of hundreds of species, representing different levels of trophic interactions that
enable an entire arid land ecosystem to function systematically (Bowker et al., 2010a, b).

The composition and structure of a biocrust are determined by several environmental factors. At a local scale, soil properties
such as texture, nutrient level, and pH, are the main determinants (Bowker et al., 2016). At a global or regional scale, the char-
acteristics of a biocrust community differ with climatic regions (from cold to warm deserts), soil type, and crust age since last
disturbance (Garcia-Pichel et al., 2013; Bowker et al., 2016). Regional climatic variables such as the amount of precipitation or
the potential evapotranspiration influences the biomass of cyanobacteria and other photoautotrophs, as a consequence, define
the community composition (Isichei, 1990; Hagemann et al., 2015; Barnard et al., 2015). Studies have shown that cyanobacte-
rial crust distribution and their activity are highly correlated with periods between rain events and soil water availability rather
than precipitation amount of a single rain event (Lange, 2003; Cable and Huxman, 2004; Biidel et al., 2009). Thus, the response
of microbial activity to wetting events, such as precipitation, is a crucial factor in the ecology of biocrusts.

Notwithstanding the importance of these ecosystems, quantitative studies using mathematical or computational approaches
are scarce and interrelations among biological, physical, and chemical processes that underlie this sensitive ecosystem remain
unclear. Statistical analyses have been served as the main means to deduce impacts of various environmental factors on observed
biocrust response in majority of field and laboratory studies (Barger et al., 2006; Grote et al., 2010; Bowker et al., 2010a;
Castillo-Monroy et al., 2011; Maestre et al., 2013). Process-based models have been also developed for biocrusts of lichens
and mosses (Porada et al., 2013, 2014, 2016, 2017). These works estimate their contribution to the carbon uptake and nitrous
oxide emissions at global scale under various climatic conditions.

This study reports a mechanistic model for the early stages of biocrust formation and key biophysical and chemical pro-
cesses. We construct a representation of hydrological processes within a biocrust and trophic interactions among key members

of biocrust microbial community. The model includes a detailed account of the physical domain available for microbial life
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Physical Processes

Water retention
Heat transfer
Mass transport

Chemical Processes

C and N dissociation
Volatilisation
Precipitation

Biological Soil Crust

Microbial Processes

Photosynthesis
N fixation
Respiration
Nitrification

Variables and Parameters

Soil structure (Table S8)
Pore-size distribution,
Surface Porosity, Porosity

Substances
Partial pressure (Table S1)
pKa (Table S4)

Microbial growth
Monod parameters (Table S6)
(growth rate, half saturation)

Environmental BC
Matric potential (Controlled)
Light, Temperature

Chemical reactions
Henry’s constants (Table S1)
Stoichiometries (Table S2,S3)

Trophic interactions
Stoichiometries (Table S5)
EPS production

Constant hydration

Local charge balance

4 functional groups

Tested conditions Simulated results

Chemical profile/diurnal cycle
(O2, pH, TAN, NOg’, etc.)
Gaseous efflux

Microbial activity profile
Spatial organisation of cells

Field capacity (unsaturated)
Full saturation

Table 1. A summary of the desert biocrust model (DBM). The DBM includes various physical, and chemical, microbial processes oc-
curring within biocrusts. Variables and parameters used in modelling are listed and the main assumptions for each process are summarised.
Using the DBM, In this work, we focused on how hydration conditions under diurnal cycles shape chemical and biological profiles within

desert biocrusts.

(simple rough surfaces) and the consequences of different hydration conditions on connectivity and transport of nutrients,
gas, temperature, and light. The model also considers dynamic chemical processes. The key ingredient in biocrust function-
ing is the highly dynamic and spatially self-organising microbial community. For simplicity, we considered four microbial
groups: photoautotrophs (primarily cyanobacteria), aerobic heterotrophs, anaerobic heterotrophs (denitrifiers), and chemoau-
totrophs (Garcia-Pichel and Belnap, 2002; Johnson et al., 2005, 2007; Abed et al., 2010, 2013; da Rocha et al., 2015), to
consider their role in carbon and nitrogen cycling. Table 1 summaries the model in terms of processes, variables, parameters,
and simulated results in this work.

The organisation of this paper is as follows: We first introduce the key physical and chemical processes in the mechanistic
model. Next, the biochemical feedback of microbial activity and its spatial organisation is investigated. The results of this
model are compared with data obtained from laboratory experiments. Finally, we provide new insights into the ecological

functions of unsaturated soil structures in established biocrusts in arid regions.
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2 A mechanistic model of desert biocrusts

The study was motivated by interest in biocrusts as a model ecosystem supporting multi-species microbial community that
interact at a limited spatial extent under large environmental gradients (Bowker et al., 2014). We employ individual based
modelling of microbial processes in the presence of sharp environmental gradients in resources and conditions. The model ad-
dresses first the physical domain and its dynamics characteristics that vary with hydration conditions. Chemical and biological

processes are then introduced into the physical domain (associated primarily with the aqueous phase and its distribution).
2.1 The biocrust physical domain

We use a modified rough surface patch model (St ovitek et al., 2017; Kim and Or, 2016) to represent the top millimetres to
centimetres of soil where most biocrusts develop (see Fig. 1a). For the physical domain, we consider a vertical cross-section
of a biocrust that considers rough soil grains and the gas pathways between grains (described in 2-D but in a simplified
fashion including 3-D features in a spatial element). Geometrically-explicit features of the rough surface (pyramid-shaped
depressions of different sizes) are averaged according to a probability distribution of the pore sizes (representing roughness
decorating soil grains). For the size distribution, we assign three parameters, local porosity ¢, surface roughness porosity ®
, and fractal dimension D (gt’oviéek et al., 2017; Kim and Or, 2016). This abstract representation of the physical domain
permits physically-based calculation of the amount of water held within the rough surface for given matric potential (our
standard hydration metric). The water films then determine the diffusion rates and pathways of nutrients, microbial dispersion
rates and ranges, connectivity, and the complementary spaces for gas diffusion. While the representation of microbial life is
assigned to the two-dimensional rough surface, the inference of gas phase within the cross-section is applied into the model
by considering two rough surfaces facing each other (see Fig. 1a). This approach allows us to extend the surface model to
the vertical cross-section model and to include gas diffusion and mass transfer between liquid and gas phases as a function of
matric potential by using effective film thickness (Fig. 1c) without the complexity of 3-D modelling of the pore space in the
biocrust (Kim and Or, 2016; St ovitek et al., 2017).

We represent a section through the biocrust by a spatially distributed soil properties assigning key parameters {¢, ®, D} to
individual patches (representing soil grains or small aggregates). This domain represents a strong heterogeneity of soil structure
including regions with low or high porosities. For simplicity, we assume in this study that the matric potential is constant for
the entire biocrust. Hence, the water distribution in the model biocrust including phase connectivity and related properties
were predetermined for a simulation. Although evaporation or drainage processes following (rare) rainfall events can generate

hydraulic gradients across the biocrust, these effects can be neglected given the small domain size (< 10 mm).
2.2 Environmental boundary conditions

The model includes three essential environmental variables that shape microbial community in desert soil: water, light, and
temperature. For simplicity, we prescribe the hydration status of the biocrust, this status determines the configurations of the

liquid and gas phases (that, in turn, determines the respective diffusion coefficients). The extension to dynamic hydration
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conditions is relatively simple considering infiltration, redistribution and soil evaporation (these processes are functions of
the crust properties and are representable analytically or numerically). Temperature and light are applied as time-dependent

boundary conditions to the top of the crust domain to mimic diel cycles.
2.2.1 Lightirradiance on the surface

Light determines the photosynthetic activity of the phototrophs (e.g., cyanobacteria) within the biocrust (Berner and Evenari,
1978; Davies et al., 2013). To represent light penetration and diurnal day-night cycle, we express irradiance, I(z;t), as a

function of depth z and time ¢,

I(oet) = 2 (1—cos(wt+¢r))e /% day 0
0 night
where [ is maximum irradiance (at midday on the biocrust surface). Incident irradiance at the surface is given by the period
P= %’r (24 hours) and ¢; = 0 (with ¢ = 0 at sunrise, 6AM). §,, is the light characteristic penetration depth. The values of I
and ¢, regulate the activity and spatial location for an optimised growth of phototrophs in the model. The sinusoidal function
with I and w can be changed with respect to the specific location of the biocrust and the season of the year (and even the
local aspect and slope of the surface). The value of &, varies from about 10™* to 10~ m depending on the amount of mineral
or soil texture (grain size distribution) (Garcia-Pichel and Bebout, 1996). In this work, we chose a maximum irradiance of
Iy = 500 pmol.m~2.s~! corresponding to the light intensity of overcast sky (assuming that a biocrust shows activity when it is
wet, i.e. during rainy days). The calculations consider a constant light penetration depth of 0.2 mm (Garcia-Pichel and Belnap,
1996), and only vertical penetration is considered in the current work. The resulting distribution of irradiance in the model is

depicted in Fig. 1b.
2.2.2 Temperature dynamics

The profile of soil temperature varies with time and space following a periodic function coupled with light incidence. We

consider ambient temperature as a sinusoidal function for the surface boundary condition (Phillips et al., 2011):
T(z=0,t) =T + Agsin (wt + ¢7) )

where T is the average temperature on surface and A is the diurnal amplitude. The period P = %” is assumed to be one day
and the phase is set to be 0, so the maximum temperature corresponds to the maximum of light intensity (midday). Considering
a homogenous domain with uniform hydration status, an analytical solution for a 1D heat equation with sinusoidal temperature
boundary condition (Equation (2)) yields a dynamic description of diurnal soil temperature profile (similar solution is obtained
for seasonal profiles).

T(z,t) =T+ Age” 7 sin (wt—i—qST—g) 3)
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where d is a characteristic damping depth of the domain given by d = / % where o = CA is thermal diffusivity (for details,
see Supplementary Materials: Text 1). Thermal diffusivity is a function of hydration conditions. i.e., conductivity increases

with wetness. Soil temperature distribution over depth during a diurnal cycle for wet and dry conditions is illustrated Fig. 1b.
2.3 Biocrust biogeochemical processes: mass transfer/inorganic C and N partitioning

The chemical environment of soil is strongly influenced by its microbial activity (especially at the main biocrust region). For
example, the pH of biocrust is altered diurnally due to microbial respiration (release of protons and bicarbonates) and photo-
synthesis, with CO5 removal significantly modifying pore water pH. These, in turn, affect nutrient availability and mobility,
CO., dissolution rates, and solubilisation of soil minerals (Belnap et al., 2002). The model includes certain essential chemi-
cal processes; diffusion, gas-liquid phase partitioning, and acid-base dissociation, that affect microbial activity within typical

biocrusts.
2.3.1 Gas diffusion with the biocrust

Unsaturated conditions dominate microbial life in desert biocrusts and support unhindered gas diffusion most of the time. Gas

2571, which is about 10* times greater than that in aqueous phase. The largely

diffusion coefficient is in the order of 1076 m
aerated biocrust, the partial pressures of soil gas near surface equilibrate with the atmospheric level almost instantly (it takes a
few seconds to aerate soil at depth of a few millimetres). In contrast, when the soil surface becomes especially wet, the aqueous
phase configuration may temporarily hinder gas diffusion and delay such instantaneous partial pressure equilibration. Thus, an
understanding of water configuration within the domain is necessary. In unsaturated soils, water is held on the rough soil surface
due to the capillary force (given by Young-Laplace equation) and absorbed waterfilm (van der Waals force). The abstract model
(Fig. 1a) provides a means for calculating the proportion of water held at the given hydration conditions from preassigned soil
properties. This yields the degree of saturation after normalisation with the volume of void space and local gas/water content
(proportion of gas/water) of each spatial element (a patch). We used these local properties for gas phase invasion probability
and local diffusion coefficients. When a patch at location 7 is connected to the atmosphere (invasion percolation), constant

boundary conditions at the gas phase are assigned in respect of atmospheric mixing ratio of each gaseous element instead of

resolving gas diffusion at near surface (assuming instant equilibration).
2.3.2 Mass transfer between gas and liquid

The mass transfer rate across the gas-liquid interface can be determined by using Fick’s law and the film model.

AC! Ah,( D, D

AT g \To6 @) (€1 = %) = —hiog (O = O, @

where C! and O are substrate concentration in liquid and gas phases, respectively; A;, m?.m~? is the specific liquid-vapour

interfacial area; d is the effective thickness of soil pore space; D; and D, are diffusion coefficients for liquid and gas phases;
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O is the degree of saturation; and k.., is the net mass transfer rate across the interface, which is a function of hydration
conditions.

The proposed model allows us to calculate the specific liquid-vapour interfacial area and the effective thickness of void
space (Kim and Or, 2016). For instance, the model estimates that A;, ~ 10° m2.m~3 and di; = 107° m at © = 0.5 (half
saturation). These values are consistent with other studies that have used a preassigned water retention curve (Zand-Parsa and
Sepaskhah, 2004). Considering that gas diffusion coefficient is in the order of 1076 m?.s~!, the net mass transfer rate between
two phases is ~ 10* s7! in aerated soils. This implies that the concentration at liquid phase also equilibrates almost instantly to
the concentration at gas phase. Even when the soil is nearly saturated, the rate is ~ 1—10s~% (© — 1,0 ~ 6,) (For comparison,
studies on waste water treatment used the rate of ~ 6.9 x 10~° s~! (Buhr and Miller, 1983; Yang, 2011).). Thus, mass transfer
between gas and liquid in unsaturated soils is assumed to be rapid, and the concentration at each phase is always at equilibrium

following Henry’s law.

C" = H..(T)Co* 5)

. . . _BsomH (1 1 .
where H..(T') is a dimensionless Henry’s constant at temperature 7'; H.. = H, ie %= (r-75) where Ao H is the enthalpy

of solution, R is the gas constant, and S refers to the standard condition (TS = 298.15 K) (Sander, 1999).
2.3.3 Dissociation of chemical substances

To evaluate available CO4 in soil-biocrust water, one must consider the open-system behaviours of CO2 and the different
species of dissolved inorganic carbon (DIC), carbonic acid (H2CO3), bicarbonate (HCOj ), and carbonate (CO32~). The
relative amounts of such DIC species can be determined by the concentration of protons, pH of the solution. Considering that
most desert soils are alkaline (Bresler et al., 2012) (implying the predominant DIC species to be bicarbonate), the determination
of the amount of dissolved COx in soil is essential to the growth and functioning of autotrophs and to distinguishing between
abiotic and biotic processes for CO- efflux estimation. Assuming that other chemical species are inert, the model includes the

following geochemical reactions focusing on carbon and nitrogen dynamics in soil:

HO=0OH +H" (R1)
COs(aq) + HoO = HCO; + H" (R2)
HCO; =CO3 +H™ (R3)
NHs(aq)+H" = NH; (R4)
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HNOs(aq) = NOy + H* R5)

CaCOY(aq) = Ca®t +COZ~ (R6)

Some mathematical models have introduced pH estimation for systems with phototrophs under light-dark cycles, such as
algal ponds (Buhr and Miller, 1983; Yang, 2011; Gomez et al., 2014) and phototrophic biofilms (Wolf et al., 2007). The algal
pond models invoke solution equilibrium and charge neutrality and employ differential algebraic equations to estimate pH,
while the phototrophic biofilm models consider acid-base reactions with rate equations by proposing near-equilibrium kinetics.
The unsaturated conditions in desert biocrusts with large air-liquid interfacial areas and high mass transfer rates require a
special treatment. We adopted a similar approach of kinetics with charge balance (Wolf et al., 2007). In addition, the range
of geochemical reactions were extended by including nitrous acid (HONQO) and nitrous oxide (N2 O) to investigate nitrogen-
related gas emissions from biocrusts. In this work, calcium is considered enabling evaluation of biogenic precipitation of
calcium carbonate in biocrust formation. All the kinetics are based on the local concentration of each substrate in pore water
with an assumption of water activity 1.

The equilibrium gas phase concentrations of Oy, CO2, NH3, N3O, and HONO are considered in the model according to

Henry’s law. Considered reactions for gas and liquid phase partitioning and precipitation are listed below:

COs(aq) = COy(g) (R7)
N Hj(aq) = N H;3(g) (volatilisation) (R8)
HNOy(aq) = HONO(g) (R9)
N20(ag) = N20(g) (R10)
CaCO§ = CaCOj3(s) (precipitation). (R11)

Values and detailed kinetic equations used in the model are summarised in Supplementary Materials: Text 2.
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2.4 Microbial community in desert biocrust ecosystem

Advances in molecular taxonomic techniques and DNA sequencing have greatly expanded our knowledge on microbial com-
munity structure and diversity in biocrusts. These data generally delineate the interplay between multi-level trophic interac-
tions (Bowker et al., 2011; da Rocha et al., 2015; Pepe-Ranney et al., 2016) and surrounding environmental conditions (Caruso
etal., 2011). Biocrusts host a complex community of diverse autotrophs and heterotrophs (hundreds of species including about
20 generic or subgeneric taxa of cyanobacteria) (Bowker et al., 2010a, b; Garcia-Pichel et al., 2013). Considering biocrusts
as independent and self-sufficient ecosystems, the intrinsic diversity found in this system should not come as a surprise. The
incorporation of natural microbial diversity found in biocrusts is beyond the present capabilities of most models. Hence, we
opted for a representation of the main microbial actors for modelling of associated biogeochemical cycles in a cyanobacterial

crust.
2.4.1 Microbial community and trophic interactions

Four functional microbial groups are represented in the in silico microbial model of a desert biocrust: diazotrophic photoau-
totrophs (that are able to fix atmospheric carbon and nitrogen), aerobic heterotrophs, anaerobic heterotrophs (denitrifiers,
strictly anaerobes using NOj3™ as a terminal electron acceptor), and chemoautotrophs (nitrifiers). These groups are chosen to
elucidate the interlinked functionality of C/N cycling in a biocrust microbial community. Thus, we considered the following
substrates in the soil solution that support microbial activity: oxygen (O2), dissolved inorganic carbon, DIC, (CO2/ HCO3),
ammonium (NHI), oxidised nitrogen species (NO3 ', NOj3 '), and organic carbon (CH3O, as an elementary form of polyglu-
cose). Here, phototrophically produced CH>O is assumed to be the primary carbon source available, which can be transformed
into extracellular polymeric substances (EPS) depending on environmental conditions. Other chemical species, Ca*, CO?f,
N>O, NHj3, and HNOo, are included for the study of chemical reactions but are not directly utilised by these microbial species.

The four microbial groups interact based on prescribed stoichiometric relations (see Supplementary Materials: Table S5 in
Text 4). These stoichiometric relations require the photoautotrophs to be classified into four subgroups (Wolf et al., 2007),
using one inorganic carbon source and one inorganic nitrogen source during photosynthesis (i.e. COo+NH], HCO3 +NHI,
CO2+NOj3 , and HCO3 +NOj ). Aerobic heterotrophs use CH>O as an electron donor, O as an electron acceptor, and NHZ as
anitrogen source. Anaerobic heterotrophs (denitrifiers) use CH>O as an electron donor, NO3 as an electron acceptor as well as
a nitrogen source. As obligate anaerobes, their growth is inhibited by the presence of oxygen. Chemoautotrophs are described
in two subgroups, considering two oxidation processes, firstly, of ammonia to nitrite by ammonia oxidising bacteria (AOB)
and, secondly, of nitrite to nitrate by nitrite-oxidising bacteria (NOB).

By using Monod-type kinetics with limiting substrates, the growth rate of species ¢, with a limiting factor j can be written

as;

Ni:,ufmax,imin[ ila zzavfzj]v (6)
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where [may i 1s the maximum growth rate of species ¢ and Monod factors are of two types, fij = %7 Ci o (when nutrient j
S, J

is a substrate for the growth) or fij = K;f jr Cj (when nutrient j is an inhibitor of growth) (For details, see Fig. 2 and see
Supplementary Materials: Table S7 in Text 4).

The proposed model describes the various roles of phototrophs (i.e., cyanobacteria) within its growth dynamics by including
the activity switch between photosynthesis and dark respiration, regulation of C/N ratio via N fixation by heterocysts, and
production of EPS. By means of adapting their growth stoichiometry to the local environment, phototrophs in the model
control the primary productivity of the entire system depending on the time of the day (photosynthesis, dark respiration),
nutrient availability (unbalanced C/N ratio), and hydration conditions (EPS production). A detailed description of the activity
of phototrophs is provided in Supplementary Materials: Text 3.

To evaluate stoichiometries of heterotrophs and nitrifiers, microbial metabolic reactions are explicitly considered using the
MBT-Tool (Metabolism based on Thermodynamics) (Araujo et al., 2016). Details of stoichiometry for microbial growth in the
model can be found in Supplementary Materials: Table S5 in Text 4. A graphical summary of microbial growth and trophic

interactions is given in Fig. 2
2.4.2 Temperature-dependent microbial growth

Desert environments are often characterised by large diurnal temperature fluctuations (especially in hot deserts), which influ-
ence microbial activity. To consider these thermal effects, a temperature-dependent growth model using Arrhenius equation is
included in the model. Although temperature adaptation and growth adjustments may vary among microbial species, we opted
for a simple representation where all species are assumed to follow the same optimal temperature. The maximal growth rate

for a cell at temperature 7T is scaled as follows (Schoolfield et al., 1981):

I A (75 %)
Jr= AHp (1 1 AHp (1 1 ’ 7
1ot () SR ()

where T is reference temperature (25°C = 298 K) and AH 3 (cal.mol~1) is activation enthalpy of the reaction. In this model,
two inactivation regimes are considered, one of low temperature, denoted by L, and other of high temperature, denoted by H.

Parameters included for enthalpies and inactivation regimes are given in Supplementary Materials: Table S9 in Text 5.
2.4.3 pH feedback

Our model considers the spatial and temporal variations in pH values that could locally affect microbial activity. Unlike the
narrow range of high pH regulating the activity of autotrophs (often limited by dissolved organic carbon), the activity of
heterotrophs in the presence of dark respirations likely lowers pH when other substrates are not limited. Furthermore, nitrate
accumulation can result in acidification of the soil domain when denitrification is absent. Considering that high acidity and
alkalinity profoundly affects microbial growth through substrate binding and catalyse reactions, the feedback of microbial
growth to local pH change is included in the model. The microbial feedback on biocrust pH can vary based on types of

enzymes, number of ionisable groups, and organisms under consideration. In this work, a non-competitive inhibition model in

10
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a form of Monod function is employed (Tan et al., 1998):

K
for = 727 ®)

pHt+ [H }
where K, is inhibition constant that deactivates microbial growth at very low pH (in this work, microbial activity ceases at
pH below 5, K,z = 10~° [M]). Usually, K, is a function of binding energy although it is implemented as a constant in our
model for simplicity. Unlike other pH-dependent growth models, the inhibition term for hydroxyl ions is not included since
the resulting high pH will regulate DIC and its partitioning will limit microbial growth without any inhibition terms (lack of

protons for activity).
2.4.4 Microbial growth rates

A key objective of our model is to determine the spatial organisation of microbial community based on local gradients in
conditions and resources. Several biocrust physico-chemical properties and environmental conditions determine the microbial
growth rate following the diel cycles of light, temperature, and feedback of pH. As a result, the growth rate of individual cell 7,

Equation (17), is explicitly expressed as

ﬂi(rat) = /Lmax,ifT(rvt)pr(rrt) min[fil (rvt)v f,?(’l",t), o } )

Here, substrates are described within their minimum function (mass limitation of electron donors/acceptors) unlike pH and
temperature correction terms. We assume that fr indicates the optimal temperature of enzymes, and f,x indicates the costs of

osmosis of protons; therefore, they act on the maximum growth rate directly.
2.5 Microbial EPS production

The importance of EPS for microbial life in natural environments has been discussed in many review articles (Or et al., 2007,
Flemming and Wingender, 2010; More et al., 2014). Especially, in arid or semi-arid environments, the role of EPS secreted
by cyanobacteria is crucial for microbial communities surviving within (and below) biocrusts (De Philippis and Vincenzini,
1998; Pereira et al., 2009; Mager and Thomas, 2011; Rossi et al., 2012; Colica et al., 2014; Rossi and De Philippis, 2015). The
synthesis of EPS contributes to the stability of soil structure and hydrated microenvironments in soil, making it a key ingredient
of biocrust formation. EPS also functions as a nutrient storage by immobilising nutrients (dust trapping or glycosidic bonds)
and as a protective shield from adverse environments, such as UV radiation, antibiotic substances, and invasion of viruses. In
this work, we focus on two key aspects of EPS in biocrusts: modification of diffusion process of substrates and its role as a
nutrient reservoir (increase in soil C) (Or et al., 2007; Pereira et al., 2009; Mager and Thomas, 2011). The complete range of
EPS effects on soil hydrology, such as swelling of hydrated gel, owing to its chemical composition and physical structure, are

not considered in this study.

11
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2.5.1 EPS production and transport properties

EPS production by cyanobacteria in drylands varies with soil type, climatic conditions, hydration status and other resources (Hu
et al., 2002). Estimation of production rates and amounts remain challenging. It is generally accepted that EPS synthesis in
cyanobacterial soil crusts is affected by changes in moisture availability and nitrogen level (Mager and Thomas, 2011). We
thus coupled photosynthesis and Ny fixation in the biocrust model. This approach allows to compute the net production of
carbohydrates using dynamic stoichiometry. A certain proportion of carbohydrate produced is assumed to be transformed into
EPS depending on the local hydration conditions (for details, see Supplementary Materials: Text 3.3).

The fraction of EPS produced from photosynthetically fixed carbon is defined by the binding of extracellular carbohydrate
residues to the polymeric matrix. The binding probability is written as a function of EPS concentration Crpg and saturation

degree of water O in the model:

1
_ CEPS_C*EPS
CEpPs® 41

fp(C,0) = (10)

e
where C'}; pg is the gelation point for EPS as a polymeric substance. The function describes that residual carbohydrate will not
bind to the polymeric substances as soon as EPS is in a form of weak gel (reaching C'}; p¢). The degree of polymer binding is
regulated by the saturation degree. For example, when the domain is wet, EPS hydrolysis will lower the binding probability of
newly produced residual carbohydrates.

Many studies have suggested different physical models to describe the diffusion coefficient in EPS (Masaro and Zhu, 1999).

For our biocrust model, we adopted a simple diffusion model in gels proposed by (Phillies, 1987).
D = Dge~“a<” an

where oy and v are scaling parameters that differ from substance to substance. It is shown that oy depends on the diffusant’s
molecular weight (in g..=!) and v ~ 0.5 for a high-molecular-weight diffusant (macromolecules). Diffusion of carbohydrates

and EPS is governed by this equation in the model.
2.6 Diffusion reaction equation at the biocrust scale

Microbial activity and resource consumption are expressed as a set of diffusion reaction equations within the biocrust domain.

N(r)
M =V-(D;(r,t)VCj(r,t)) — !

o pa(r) bi(t) +S;(r,t), (12)

Vip(r,t) P Y et

where C(r,t) is the local concentration of substrate j, D;(r,t) is the local diffusion coefficient (including modification by
EPS), and V,,(r,t) is the amount of water in a given patch at position 7 and time ¢. The second term on the right-hand side is
the reaction term to calculate the total substrate consumption/production in the patch. N(r) is the total number of individual
cells at r, Ynet§ is the net yield of species 7 on substrate j, b;(t) is the biomass, and p;(r) is the growth rate described in

Equation (20). The last term S;(r,t) is the source or sink term of substrate j with respect to the mass transfer between gas
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and liquid phases and charge compensation from principles of solution equilibrium and charge neutrality. These chemical
processes are very fast compared to microbial reaction and diffusion processes. Thus, we implemented these terms as dynamic
boundary conditions (keeping gaseous element solubility and local charge neutrality during one time step). For individual cells,
the growth dynamics is written as:

db, (1)
dt

= [pi(r,t) —m;]bi(t) (13)

where p;(r,t) is growth rate, from Equation (20), and m; is maintenance rate of cell 7. Cell growth, division, locomotion, and
death are described using the Individual Based Modelling (Kim and Or, 2016; Kreft et al., 1998).

2.7 Evaluation of the proposed mechanistic Desert Biocrust Model (DBM)

A pioneering study on microbial community within desert biocrusts (Garcia-Pichel et al., 2003) has suggested a vertical strat-
ification of microbial community members where abundance (biomass) and composition (functional groups) vary with depth
of the biocrust. Observations by Garcia-Pichel et al. (2003) demonstrated the stratification as a result of vertical gradients
in physico-chemical conditions such as light, oxygen, pH, and other nutrients. Vertical profiles of N, fixation and poten-
tial NHZr oxidation rates (Johnson et al., 2005), chemical profiles (total ammonium, nitrate) of soil solutions within active
biocrusts (Johnson et al., 2007), and profiling of oxygen concentration after wetting (Abed et al., 2014) have been investi-
gated as well. Recently, the effect of physical conditions on cyanobacterial activity was examined using X-ray microtomogra-
phy (Raanan et al., 2015). These experimental data on microprofiles within biocrusts can be used for a comparison between
measurements and numerical simulations of chemical/biological components within saturated crusts. For the comparisons in a
spatial context, the DBM quantifies the biological activity as a product of local growth rate, y;, and biomass, b;, of cells with

a unit of pgcen.gs_oill.h‘lz
A;(r,t) = pi(r,t)bi (r,t). (14)

This activity measure is suitable to indicate the active pathways for the upregulation of functional genes (i.e., spatial distribution
of gene activity). From this activity distribution, it is possible to calculate the rates of microbial processes, such as carbon
fixation, ammonia oxidation, denitrification, etc, by simply multiplying the yields from the stoichiometry of each species.

In contrast with the generally dry state of biocrust, most of the detailed studies reported above were conducted using saturated
biocrusts (a state that rarely occurs in the field). Data on unsaturated biocrusts are hindered due to the technical difficulty in
using microsensors (Pedersen et al., 2015) and molecular analysis of microbial activity (Carini et al., 2016). Consequently, we
are left with the undesired option of using detailed data from saturated biocrusts for model evaluation. The primary aim of this
study is to establish confidence in the DBM for these rare conditions and extend the predictions to the more common case of
unsaturated biocrusts.

The DBM was evaluated with respect to diurnal dynamics and results are compared to experimental studies that measured
certain traits (e.g., gaseous efflux) such as the studies of Thomas et al. (2008); Rajeev et al. (2013); Darrouzet-Nardi et al.

(2015); Weber et al. (2015). In this work, we focus on carbon dioxide efflux under fully saturated conditions (Rajeev et al.,
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2013). Although the gaseous fluxes are usually considered direct indicators of microbial activity, quantitatively speaking, these

macroscopic measures emerged from all possible biological, chemical, and physical interactions combined.
2.8 Physical domain and boundary conditions for nutrients

For a prescribed matric potential (constant hydration conditions), the corresponding water film thickness, aqueous habitat con-
nectivity, diffusion properties, and specific surface area are obtained locally at patch scale (about 100 um) from preassigned
surface properties and local porosity of each patch (a spatial element that determines local patch property). We selected param-
eters that mimic the property of loamy sand (¢ = 0.4, ® = 0.6, D = 2.65). By applying m x n patches, the domain describes
a thin strip of a biocrust with periodic boundary conditions in the horizontal direction.

For boundary conditions of chemical substances, gaseous elements and dissolved elements are treated differently. Oxygen,
carbon dioxide, ammonia, nitrous oxide, and nitrous acid in gas phase are assigned based on the atmospheric composition from
literature (see Supplementary Materials: Table S1 in Text 2). The mixing ratios of atmospheric components are kept constant
at the top of the domain during simulations assuming zero diffusive boundary layer and maximised gas exchange between
atmosphere and biocrusts. These gaseous compounds are transferred to liquid phase by their own solubility based on Henry’s
law (Sander, 1999). DIC, ammonia, and nitrous acid are partitioned with the principle of local charge neutrality at obtained pH
values.

Model evaluation is based on the following components: We first present steady state distribution of geochemical variables
within the biocrust domain. Next, we present quasi-steady distribution of microbial functional groups within the biocrust under
field capacity (relatively wet conditions). We then compare model results for saturated conditions where sample experimental

data are available.

3 Results
3.1 Steady state of geochemical traits within the biocrust (no biological activity)

The abiotic exchanges that affect local distributions of geochemical environments and traits are evaluated first. A steady state
of chemical domain is calculated in the absence of biological activity. We consider a biocrust following wetting at field capac-
ity (corresponding to water saturation of 0.6 for the entire domain) assuming that this condition describes wetted crusts after
drainage (in contrast to a fully saturated crust with saturation degree 1). We focus on traits such as diffusion, gas-liquid parti-
tioning, and acid-base calculation without microbial activity. The spatial variations in phase distributions within the simulation
domain (vertical cross-section of biocrust) and related attributes are depicted in Fig. 3. The results suggest that these relative
wet conditions may disrupt gas phase connectivity to the atmosphere. Gas diffusion through the biocrust is determined by the
connectedness of gas phase according to percolation theory. For certain values of local gas content (below 0.2), the gas phase
becomes disconnected, affecting O5 distribution. This implies that gas volumes not connected to the atmosphere may exist in

isolated pockets within the soil domain. Thus, the local concentration of dissolved oxygen varies according to this atmospheric
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source and spatial heterogeneity (Fig. 3c). This also shows a correlation between gas phase configuration and spatial hetero-
geneity of pore water pH; the higher the local gas content, the lower the pH values (activity of protons). This indicates that a
higher mass transfer rate from gas to aqueous phase yields acidity since the dissolution of COs is very fast in unsaturated soils
(large surface areas and thin water films). On the other hand, patches with high water content and limited gas phase penetration

1 calcium and same

show higher pH (around 8-9) as the model mimics alkaline soils with high cation content (about 10 pg.g~
amount of other non-reactive cation as shown in (Johnson et al., 2005)). This implies that volume-averaged pH may not be
representative of local soil pore water/waterfilm pH in unsaturated soil, thereby affecting microbial activity locally and giving

rise to processes not definable by average values.
3.2 Microbial activity effects on the biocrust chemical environment

The four microbial groups are introduced into the simulation domain (representing a cross-section in desert biocrust) and al-
lowed the system to stabilise under diurnal cycles. Phototrophs were initially inoculated in the domain in an exponentially
decaying manner over the biocrust depth to reflect a natural organisation under light penetration, while other groups were inoc-
ulated uniformly in the domain. Only phototrophs were inoculated differently to reduce the computational time as phototrophs
only thrives up to the depth where light penetrates. This well-mixed inoculation pattern assures that the spatial organisation
of microbial populations within the crust was not affected by initial conditions. The initial population sizes were the same
for all functional groups, about 4000 cells, for the entire domain. After about five consecutive days (diurnal cycles), the total
population/spatial distribution of microbial groups reached a quasi-steady state.

Noticeable changes in the resulting chemical environments occurred due to microbial activities even though physical en-
vironments and hydration conditions were assumed to be constant (held at relatively wet conditions corresponding to field
capacity). Fig. 4 depicts four spatially distributed chemical attributes, namely dissolved oxygen, pH, total ammonia nitrogen,
and nitrate, for midday (top panel) and midnight (bottom panel). The chemical profiles delineate the diurnal cycles of microbial
activity across the soil domain. For instance, the alkalisation of top crust (2 mm) was clearly shown together with the produc-
tion of ammonium. This implies phototrophic activity fixes inorganic carbon as well as produces ammonium to fix N9 using
heterocysts. However, the oxygen profile was relatively stable compared to other chemical substances although photosynthesis
and dark respiration could introduce changes in the local concentration of dissolved oxygen. This is due to the unsaturated
conditions on the top crust, where gas transfer rates override the net reaction rate of oxygen within the profile. In addition, the
nitrate profile exhibits the tendency of cumulation below 4-5 mm, implying that inhibited denitrification occurred under unsat-
urated conditions. The diurnal patterns of nitrate were not clear unlike the profile under saturated biocrusts (See Fig. S4 in Text
6). In general, regardless of differences among various chemical species and diurnal cycles, the strong spatial heterogeneity

was still significant within the domain shaped by gas-liquid configuration.
3.3 Vertical stratification of microbial functional groups

The dynamics of the biocrust chemical environments are not only due to general microbial activity, but specifically due to

trophic interactions within the biocrust community (due to different substrate use by microbial groups). A typical simulation
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result of the DBM is given in Fig. 5 to represent the activities and interactions among biocrust microbiota under two distinctive
phases: (1) during daytime with active photosynthesis (a-d), (2) during nighttime with dark respiration (e-h). Results show
emergence of vertical stratification of each microbial process within the thin biocrust (10 mm). The biocrust community is
highly active above 4 mm and only some aerobic activities appeared very sparse and low below 4 mm. The spatial pattern is
driven by trophic interactions among groups, by the chemical environments, and resource gradient since the non-phototrophic
cells were uniformly inoculated over the entire domain. We note that, while activity and growth rates were in diel cycles,
the spatial pattern become relatively steady and migration is not observed although cell motility is enabled (each population
reached its local carrying capacity). The patterns can be analysed as follows: The phototrophs as primary producers (green
in Fig. 5) perform intense photosynthesis at the biocrust’s top following the distribution of light. The produced oxygen and
carbohydrates combined with Ny fixation benefit aerobic heterotrophs (yellow in Fig. 5) that exhibit high activity 2 mm below
the surface. This strong cooperation between phototrophs and aerobic heterotrophs support high population on the top of the
crust. Although a close proximity (mixing) between phototrophs and aerobes is expected, their activities are segregated due
to the strong alkalisation during photosynthesis and intense competition over ammonium with AOB (marked in dark blue). A
weak activity of anaerobic bacteria is also found together with aerobes at a similar depth due to the need of organic carbon for
their activity. Local anoxic conditions support their growth in certain regions (purple in Fig. 5a and e) due to the consumption
of oxygen by other organisms, heterotrophs, and nitrifiers. Below 3 mm, anaerobic activity is not found because the oxygen
consumption by aerobic organisms is too low to create local anoxic conditions. Chemoautotrophs appear sparse over the depth
and AOB and NOB (light blue) stay in proxy as they are in a mutualistic relation. AOB shows high activity within 2 mm during
daytime, benefiting from ammonium fixed by heterocysts of phototrophs and inorganic carbon produced by heterotrophs. Its
growth is mainly limited by inorganic carbon used during photosynthesis. The activity of NOB is also high at the top crust due
to nitrite production by AOB.

Generally, during daytime, the activity of phototrophs enhances other microbial activity by fixing inorganic carbon and
nitrogen (Fig. 5d). During nighttime, phototrophs switch their activity to dark respiration. Dark respiration by phototrophs
drives an intense competition for organic carbon and ammonium among individuals at the top of the domain. As the input
of fixed carbon and nitrogen is absent, the depletion of ammonium at the top crust lowers the activity of most organisms
(Fig. 4g). However, NOB shows slightly higher activity during night at below 3 mm, suggesting that, during daytime, they are

outcompeted by other organisms owing to their high yield and low growth rate.
3.4 Fully saturated biocrusts: comparing model predictions with observations

Despite the focus of the desert biocrust model (DBM) on unsaturated conditions in desert systems, we had to rely on definitive
experimental data from saturated biocrusts to evaluate details of model performance (Garcia-Pichel and Belnap, 1996; Johnson
et al., 2007; Abed et al., 2013; Rajeev et al., 2013; Raanan et al., 2015). The simulation domain was saturated by simply
applying near zero matric potential and filling up all surface pores with water. Using the fully saturated domain with stable

microbial community distribution, the model biocrust was then exposed to diurnal cycles of radiation and temperature.
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The spatial distribution of microbial activity within a fully saturated biocrust is given in Fig. 6. Ten independent simulations
were averaged to obtain the possible distribution of microbial processes. The potential activity of anaerobes peaks below
2 mm (in contrast to other aerobic organisms) due to the formation of an anoxic region (Supplementary Materials: Fig. S4 in
Text 6). At the top, microbial distribution is clearly stratified as phototrophs-nitrifiers-aerobic heterotrophs-denitrifiers. Unlike
unsaturated biocrusts, the vertical stratification is accentuated largely because of a strong oxygen gradient profile driven by
photosynthesis.

The spatio-temporal behaviour of oxygen and pH profiles predicted by the model are compared with available dataset in
Fig.7. Simulation results are in quantitative agreement with reported data from experiments on various types of cyanobacterial
crusts (e.g. light crusts and dark crusts) from several locations (Garcia-Pichel and Belnap, 1996; Johnson et al., 2007; Abed
etal., 2013; Rajeev et al., 2013; Raanan et al., 2015). A common finding with respect to the oxygen profile is its supersaturation
within a top few millimetres and the formation of an anoxic region below. While the model was able to capture the dynamics
of dissolved oxygen, pH dynamics showed large deviations between model and data, especially during nighttime. Chemical

environments of other substrates during daytime and nighttime are given in Supplementary Materials: Fig. S4 in Text 6.
3.5 Diurnal cycles of gaseous efflux from saturated biocrusts

In addition to comparing processes within the crust (Fig. 6, 7), we simulated gas efflux from the saturated biocrust and compared
with the measurements of Rajeev et al. (2013). Fig. 8 depicts the efflux of three gas compounds of carbon and nitrogen, namely
CO3, NHgs, and N2O. We represent uptake by negative gas efflux and positive sign for emissions. The diel cycles of CO4
efflux are plotted together with experimental data tracking the net carbon exchange between the biocrust and the atmosphere
(Fig. 8a). Within the biocrust, carbon fixation and respiration occur simultaneously; the net COq efflux indicates a balance
between respiration (release) and photosynthesis (uptake). Simulation results are in a qualitative agreement with experimental
data, except the steep transitions after sunrise and gradual changes after sunset that are not captured properly. We attribute
this to the simplified model (using Monod functions) of the onset of photosynthesis and dark respiration. Next we evaluate
the daily patterns of ammonia volatilisation to represent nitrogen abiotic losses. The results in Fig. 8b show that ammonia

volatilisation occurs mainly during daytime as the top of the biocrust turns alkaline (pH above 10). The total ammonia loss due

1 1

to volatilisation was estimated to be about 500 nmol.m~2day !, similar to reported values, 540 ~ 1000 nmol.m ~2day !,
from intact biocrusts in Colorado plateau (Evans and Johansen, 1999; Barger et al., 2016). We then evaluate N,O release
from the biocrust (indicative of denitrification), the results in Fig. 8c show that immediately after wetting NoO flux is high.
We attribute this rapid release to accumulation of NO3 during unsaturated conditions. After 2 days, nitrate is exhausted and
denitrification relies on the activity of NOB. Finally, we also considered the potential release of NO, from the soil solution
in the form of nitrous acid HONO. Results show, however, no such release in agreement with the observations of Weber et al.

(2015) (Not presented in this paper).
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4 Discussion
4.1 Spatial and temporal variations in local pH within unsaturated biocrusts

Soil pH has been recognised as a significant predictor of microbial community composition and diversity (Fierer and Jackson,
2006; Lauber et al., 2009). Furthermore, for alkaline or saline soils (typical desert soils), abiotic contributions to gaseous
efflux may account for up to 40 % of total CO2 emissions (Ma et al., 2013). Thus, to separate biotic and abiotic contributions
for gaseous efflux, reliable estimates of pH are needed. Especially, it is more crucial when the main producer of the system,
phototrophic microorganisms, depends on the accessibility of inorganic C and N. The proposed desert biocrust model (DBM)
offers a distinct advantage in this respect, namely the localised (pore scale) representation of pH that integrates physico-
chemical interactions and microbial activity. Simulated pH profile dynamics within wet biocrusts presented above (Fig. 7)
have confirmed that the activity of photoautotrophs alters local pH by depleting DIC during a diel cycle (consistent with
observations).

Results by the DBM suggest strong spatial variations of local pH within the unsaturated biocrust although the overall (spa-
tially averaged) soil pH indicates an alkaline soil (Fig. 3). In practice, however, the spatial distribution of local soil pH is
difficult to measure and often requires the use of microelectrodes (Pedersen et al., 2015). Moreover, it has been argued that
the use of microsensors is limited to near-saturated soils (McIntyre, 1966). The modelled spatial variations in local acidity are
consistent with uptake kinetics of nitrous acid in the gas phase on a wetted wall film (Hirokawa et al., 2008). Model results
suggest that pH in thin water films may be lower than in the bulk liquid due to the resistance of mass transfer from the gas to
the bulk liquid phase (we use the term “bulk” to represent large water-filled pores within the biocrust). As liquid surface on the
wall corresponded to acidity at thin water film in the model, this result may support model predictions and the importance of
soil water configuration in shaping local pH within unsaturated soils.

The strong correlation between soil moisture retention and soil pH and their role in defining the microbial community struc-
ture (Lauber et al., 2009) might be attributed to local pH distribution in unsaturated soil. We speculate that the high abundance
of Acidobacteria (at phylum level), known to grow well at acidic culture (pH 3.5-6.5) as aerobic heterotrophs (Pankratov et al.,
2008), in most soils (Jones et al., 2009; Lauber et al., 2009) might offer another evidence of the importance of localised acidity

in unsaturated soils. We note that such acidity related phylum was also found in biocrust communities (Steven et al., 2013).
4.2 Microbial community stratification within biocrusts

Spatial segregation along vertical gradients is a well-known feature of microbial communities in aquatic biofilms, microbial
mats, and endolithic communities (Schramm et al., 2000; Paerl et al., 2000). Similar to the Winogradsky column, these mi-
crobial stratifications are driven by the distribution of electron acceptors/donors. Since the most favourable electron acceptor
for aerobic organisms is oxygen, the low solubility of oxygen and the limited diffusion of dissolved oxygen play a pivotal
role in the emergence of spatial stratification. The stratification within biocrusts is also observed in terms of biomass of oxy-

genic phototrophs, aerobic copiotrophs (Garcia-Pichel et al., 2003), and community composition analysis based on 16S rRNA
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sequencing (Steven et al., 2013). The simulated results of our biocrust model agree with observations exhibiting vertical strat-
ifications of the biocrust community (Fig. 5 and 6).

The DBM captures the key physico-chemical conditions essential for vertical stratifications. The steep gradient of oxygen on
top of the fully saturated biocrust (Fig. 7, Supplementary Materials: Fig. S4 in Text 6) is caused by limited mass transfer from
the atmosphere and rapid consumption of oxygen. During nighttime, depletion of oxygen (below few millimetres) is expected
naturally because of limited amount of oxygen input. The oxygen produced by phototrophs during daytime is immediately
depleted by aerobic organisms in the domain. Clearly, such formation of anoxic region within the crust benefits anaerobic
activity a few mm (Fig. 6). The creation of supersaturation closer to the surface also indicates slower diffusion than net pro-
duction/consumption of oxygen. Experiments on biocrusts immersed in water indicated effervescing of (presumably) oxygen
at surface (Rajeev et al., 2013). This proves that the net production of oxygen is higher than diffusion of dissolved oxygen.

The vertical segregation of different microbial groups also indicates diffusion of organic carbon and nitrogen diffusing from
the photoautotrophs and become available to other microbial members, especially, stratification among aerobic organisms. The
dominance of nitrite oxidising bacteria (NOB) at the top 2 mm is largely due to ammonia volatilisation. The alkalisation of
the top crust during daytime increases ammonia volatilisation, which is not beneficial for aerobic heterotrophs and ammonia
oxidising bacteria (AOB). Therefore, their activity retreats deeper to around 2 mm, allowing NOB to appear at the top surface.
Below the location of NOB, we find AOB and aerobic heterotrophs. Although the model has a simple assumption on microbial
groups utilising various substrates in a specific trophic landscape assumed for this study (Fig. 5d, h), a similar pattern of
segregation is expected within real biocrusts in field.

For aerated unsaturated biocrusts, the results in Fig. 4a and e show that the high oxygen transfer rate to soil water overrides
net reaction, and thus a strong gradient of oxygen is not observed in unsaturated cases (Supplementary Materials: Fig. S4A in
Text 6). Therefore, the aqueous phase configuration within unsaturated biocrusts (also possibly extending to general unsaturated
soils) shapes microbial activity unlike in aquatic, microbial mats and similar saturated systems. This stable oxygen profile of
unsaturated biocrusts is due to the mass transfer between gas and liquid which is assumed to be very rapid in the model
(instant equilibration by Henry’s law, see section 2.3.2). However, real biocrusts in natural fields, the exchange of gases with
the atmosphere can be constrained even under unsaturated conditions (at a certain range) because of a dense layer of EPS and
a finer soil texture of uppermost part within biocrusts. These factors can retard the mass transfer by decreasing interfacial area
at a relatively wet conditions (finer soil texture) and by sustaining thick water film thickness owing to the presence of EPS. The
current model allows to assign a finer soil texture on the biocrusts domain by using a low porosity or a hight fractal dimension
on the uppermost part. For the biocrusts loaded with dense EPS layer, the model can be improved by relating the local EPS

amount with the water film thickness at a given matric potential.
4.3 Complex trophic interactions of microbial community within biocrusts

The biocrust community exhibits highly dynamic and complex trophic interactions, such as commensalism surrounding organic
carbon utilisation between phototrophs and heterotrophs, competition over nitrogen sources between aerobic heterotrophs and

AOB, cooperation between NOB and anaerobic denitrifiers, etc. Temporally, diel patterns of trophic interactions (orchestrated
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by phototrophs) drive the shift in activity distribution of microbial activity as it has been shown from Namib desert soil (Gun-
nigle et al., 2017). Spatially, these complex trophic interactions take place within thin biocrusts and yield emergent spatial
distribution of microbial groups as depicted in Fig. 5. The remarkable concentration of such interactions within a few mm and
the stratification of the activities of the various functional groups highlight the ecological sophistication and versatility of such
fine-tuned desert ecosystems. Remarkably, opportunistic life forms are harboured within such biocrusts for example, the pres-
ence of anaerobic heterotrophs that are present at low numbers suggesting presence of local anoxic conditions even under mild

unsaturated conditions (Ebrahimi and Or, 2015) and their rapid response to episodic wetting events (St ovitek et al., 2017).
4.4 Gaseous efflux from desert biocrusts

Motivated by availability of definitive data, the DBM was applied to simulating diurnal changes in gas efflux from saturated
biocrusts. The results were in good agreement with measured CO5 efflux (Fig. 8). The model represents diurnal cycles of
other gas fluxes that may be sensitive to pH such as ammonia volatilisation, HONO emission, etc. Details of the geochemical
environment shed light on the important role of local conditions (pH) on soil/biocrust microbial activity. For example, the
activity of AOB in alkaline soils can be suppressed during daytime on the top crust as strong alkalisation leads to a loss of
nitrogen compound. On the other hand, NOB in acidic soils should experience the opposite, as the soil becomes more acidic,
HONO emission would lead to nitrogen loss.

To realistically describe microbial life within unsaturated biocrusts or dry soils, the inclusion of gas phase interactions is
necessary. Most experiments on biocrusts were conducted under saturated conditions (presumably to induce significant and
measurable response), however, these responses occur during narrow climatic windows with high precipitation (Garcia-Pichel
and Belnap, 1996, 2002; Johnson et al., 2007). Although we have shown gaseous efflux from saturated soils to compare with
experimental results, the DBM is capable of quantifying gaseous efflux from unsaturated biocrusts by tracking gas and water

distribution.
4.5 Assumptions and limitations of the desert biocrust model (DBM)

The proposed DBM makes numerous simplifications pertaining to the life and functions of a complex microbial community in
biocrusts in arid and semi-arid regions. Regarding the key physical processes, we built a physical domain that contains small
subregions represented as patches. A patch is a subsection within a small vertical cross-section in the biocrust that represents
soil surfaces with different properties that retain waterfilms and transport nutrients and gas. This enables consideration of
spatial heterogeneity within a vertical two-dimensional cross-section across a biocrust, however, lateral variations in biocrust
properties in space are not considered here.

Key geochemical processes that are dominant in desert soils (and biocrusts) are considered in this model. For simplicity,
we consider calcium as a buffer together with other non-diffusing background cations (assuming uniformly distributed non-
reactive cations as a setpoint of pH). The effects of saline soil (also a common property of desert soils) on dissociation constants
and its influence on soil pH are not considered. We also did not include the effect of EPS (as organic matter) on the top of the

biocrust. The role of EPS as a gate for matter flux on desert soil surface, interaction between pH alteration by microbial activity,
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and changes in physical properties of soil (relation between EPS swelling ratio and pH) can be the next goal for a mechanistic
model of biocrusts. Other important aspects regarding chemical processes include modifying the diffusion equation. In the
current model, the possibility of electrokinetic flow is not included. A more detailed description of electromigration can be
included by modifying the diffusion equation for ionic particles by using the Nernst Planck equation. However, as the input of
carbon dioxide to the thin water film is faster than the aqueous diffusion of ionic particles, the occurrence of local pH variation
owing to the configuration of gas phase is still expected in unsaturated soil.

By far, the most simplified component in this model is the biological one related to microbial processes. The DBM represents
a system containing an astonishing level of diversity with a small number of microbial functional groups. The interactions
among these community members are regulated by simple stoichiometric relations that control microbial growth. Monod
parameters are mostly taken from models for activated sludge (a system far removed from life in desert biocrusts) (Henze,
2000). Considering that a desert is a water-, carbon-, and nitrogen-limited system with abiotic stresses, the values of these
parameters are likely to be different from those governing life in sludge systems. We note however, that the proposed Monod
growth parameters are affected by local environmental conditions, such as temperature, pH, and substrate concentrations. Yet,
an understanding of half-saturation constants and ratios between growth rates among different microbial groups would be
necessary for establishing quantitative predictions by the DBM for real systems.

The members of the biocrust consortia were selected focusing on C and N cycling and characteristics of arid environments.
Recently, the role of heterotrophic diazotrophs, anaerobic ammonium oxidisers, and nitrate-reducing bacteria within biocrusts
has been studied. Including these members might alter some of expected rates that we presented in this study. Comparisons
between crust models with their presence and absence can be one of the future applications. Furthermore, as the model describes
a hydrated porous medium, the fully saturated domain is easily applicable to describe the microbial community of sediments or
microbial mats. However, when it comes to modelling such systems, other groups such as anaerobic phototrophs, sulfate/iron-
reducing bacteria, or methanogens might need to be considered together with the proposed community of C/N cycling. This
might be beneficial for a mechanistic understanding of the biogeochemistry of such systems.

The DBM can be further used to predict the gaseous efflux dynamics of wetting-drying cycles and C and N turnover rates
during hydration events. As hydration events in arid and semi-arid areas are scarce, a mechanistic understanding of biocrust
response to hydration would benefit to estimate its contribution to global biogeochemical cycles. For instance, high N loss via
NOj leaching, NHj3 volatilisation, and HONO emissions can be investigated with respect to N cycling in such environment.
Furthermore, short term perturbations of hydration conditions on biocrusts can be also another application of the model, such
as short wet-up cycles or rapid evaporation at high temperatures. Physical roles of biocrusts on hydrological processes can also
influence on C and N cycling in arid area. For instance, changes in infiltration properties and wind and water erosion are not
considered in the current work on microbial communities in biocrust. However, at larger scale, these physical changes in the

domain can be further extended.
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5 Summary and conclusions

In this study we develop a mechanistic model of desert biocrust microbial community under strong vertical resource gradients
prevailing in surfaces of arid landscapes. The desert biocrust model (DBM) combines a detailed account of soil hydration
for different soil properties, individual based description of microbial life, and chemical processes that affect the trophic
interactions among the microbial groups as an ecologically functioning unit. Although simplified (as much as possible) it
elucidates the role of soil structure in shaping gaseous/aqueous diffusion and substrate fluxes at the atmosphere-soil interface
crucial for microbial activity occurring therein.

Model results show the distribution and composition of microbial functional groups over vertical gradients of light, tempera-
ture, and substrates across a model biocrust. Furthermore, geochemical and physical processes of mass transfer at the gas-liquid
interfacial area in soil matrix and kinetics for inorganic carbon and nitrogen fractionation underline the importance of modelling
unsaturated soil that significantly deviates from other environments such as aquatic systems or saturated soils. Especially, the
modified chemical environment displays the feedback of microbial activity from photosynthesis to CO5 efflux from biocrusts.
The local pH of soil water as a cumulative measure of local ionic species concentrations determines the availability of inor-
ganic carbon and nitrogen or other minerals for microorganisms by controlling the solubility of chemical compounds and their
degree of protonation. Although the model does not include individual differences of optimal pH for microbial activity, its
results based on acid-base equilibrium predict the spatially and temporally organised activity of all functional groups. This self
organisation indicates one of the reasons why biocrusts can host high abundance and diversity of microorganisms even under
very harsh conditions like deserts. The DBM provides a means for systematic and climatic-driven evaluation of the critical role
of microorganisms in desert ecosystems. The model offers predictive capabilities (within the limitations of the assumptions)

for biocrust responses to climate change and their contribution to large scale carbon and nitrogen cycles.

Code and data availability. Additional data and materials are available online. The codes for the DBM are available upon request from

corresponding author (minsu.kim @usys.ethz.ch).

Author contributions. DO conceived the research. MK built the model and wrote the codes. MK and DO conducted the analyses and wrote

the manuscript.

Competing interests. The authors declare that they have no competing financial interests.

Acknowledgements. The authors thank Daniel Baumann for IT supports. This work was supported by the European Research Council (ERC)
Advanced Grant (320499-SoilLife) and the SystemsX.ch (2013-158:MicroScapesX project).

22



10

15

20

25

30

35

References

Abed, R. M., Al Kharusi, S., Schramm, A., and Robinson, M. D.: Bacterial diversity, pigments and nitrogen fixation of biological desert
crusts from the Sultanate of Oman, FEMS Microbiology Ecology, 72, 418-428, 2010.

Abed, R. M., Lam, P., De Beer, D., and Stief, P.: High rates of denitrification and nitrous oxide emission in arid biological soil crusts from
the Sultanate of Oman, The ISME Journal, 7, 1862-1875, 2013.

Abed, R. M., Polerecky, L., Al-Habsi, A., Oetjen, J., Strous, M., and de Beer, D.: Rapid Recovery of Cyanobacterial Pigments in Desiccated
Biological Soil Crusts following Addition of Water, PLoS ONE, 2014.

Araujo, P. G., Gras, A., and Ginovart, M.: MbT-Tool: An open-access tool based on Thermodynamic Electron Equivalents Model to obtain
microbial-metabolic reactions to be used in biotechnological process, Computational and Structural Biotechnology Journal, 14, 325-332,
2016.

Barger, N. N., Herrick, J. E., Van Zee, J., and Belnap, J.: Impacts of biological soil crust disturbance and composition on C and N loss from
water erosion, Biogeochemistry, 77, 247-263, 2006.

Barger, N. N., Weber, B., Garcia-Pichel, F., Zaady, E., and Belnap, J.: Patterns and controls on nitrogen cycling of biological soil crusts, in:
Biological Soil Crusts: An Organizing Principle in Drylands, pp. 257-285, Springer, 2016.

Barnard, R. L., Osborne, C. A., and Firestone, M. K.: Changing precipitation pattern alters soil microbial community response to wet-up
under a Mediterranean-type climate, The ISME Journal, 9, 946-957, 2015.

Belnap, J.: Biological soil crusts in deserts: A short review of their role in soil fertility, stabilization, and water relations, Algological Studies,
109, 113-126, 2003.

Belnap, J. and Gillette, D. A.: Vulnerability of desert biological soil crusts to wind erosion: The influences of crust development, soil texture,
and disturbance, Journal of Arid Environments, 39, 133-142, 1998.

Belnap, J. and Lange, O. L., eds.: Biological Soil Crusts: Structure, Function, and Management, Springer, 2002.

Belnap, J., Prasse, R., and Harper, K. T.: Influence of biological soil crusts on soil environments and vascular plants, in: Biological Soil
Crusts: Structure, Function, and Management, pp. 281-300, Springer, 2002.

Belnap, J., Weber, B., and Biidel, B.: Biological Soil Crusts as an Organizing Principle in Drylands, in: Biological Soil Crusts: An Organizing
Principle in Drylands, pp. 3-13, Springer, 2016.

Berner, T. and Evenari, M.: The influence of temperature and light penetration on the abundance of the hypolithic algae in the Negev Desert
of Israel, Oecologia, 33, 255-260, 1978.

Bowker, M. A.: Biological soil crust rehabilitation in theory and practice: An underexploited opportunity, Restoration Ecology, 15, 13-23,
2007.

Bowker, M. A., Maestre, F. T., and Escolar, C.: Biological crusts as a model system for examining the biodiversity—ecosystem function
relationship in soils, Soil Biology and Biochemistry, 42, 405-417, 2010a.

Bowker, M. A., Soliveres, S., and Maestre, F. T.: Competition increases with abiotic stress and regulates the diversity of biological soil crusts,
Journal of Ecology, 98, 551-560, 2010b.

Bowker, M. A., Mau, R. L., Maestre, F. T., Escolar, C., and Castillo-Monroy, A. P.: Functional profiles reveal unique ecological roles of
various biological soil crust organisms, Functional Ecology, 25, 787-795, 2011.

Bowker, M. A., Maestre, F. T., Eldridge, D., Belnap, J., Castillo-Monroy, A., Escolar, C., and Soliveres, S.: Biological soil crusts (biocrusts)

as a model system in community, landscape and ecosystem ecology, Biodiversity and Conservation, 23, 1619-1637, 2014.

23



10

15

20

25

30

35

Bowker, M. A., Belnap, J., Buidel, B., Sannier, C., Pietrasiak, N., Eldridge, D. J., and Rivera-Aguilar, V.: Controls on distribution patterns of
biological soil crusts at micro to global scales, in: Biological Soil Crusts: An Organizing Principle in Drylands, pp. 173-197, Springer,
2016.

Bresler, E., McNeal, B. L., and Carter, D. L.: Saline and sodic soils: principles-dynamics-modeling, vol. 10, Springer Science & Business
Media, 2012.

Biidel, B., Darienko, T., Deutschewitz, K., Dojani, S., Friedl, T., Mohr, K. L., Salisch, M., Reisser, W., and Weber, B.: Southern African
biological soil crusts are ubiquitous and highly diverse in drylands, being restricted by rainfall frequency, Microbial Ecology, 57, 229—
247, 2009.

Buhr, H. and Miller, S.: A dynamic model of the high-rate algal-bacterial wastewater treatment pond, Water Research, 17, 29-37, 1983.

Cable, J. M. and Huxman, T. E.: Precipitation pulse size effects on Sonoran Desert soil microbial crusts, Oecologia, 141, 317-324, 2004.

Carini, P, Marsden, P. J., Leff, J. W., Morgan, E. E., Strickland, M. S., and Fierer, N.: Relic DNA is abundant in soil and obscures estimates
of soil microbial diversity, Nature Microbiology, 2, 16 242, 2016.

Caruso, T., Chan, Y., Lacap, D. C., Lau, M. C., McKay, C. P,, and Pointing, S. B.: Stochastic and deterministic processes interact in the
assembly of desert microbial communities on a global scale, The ISME Journal, 5, 1406-1413, 2011.

Castillo-Monroy, A. P., Bowker, M. A., Maestre, F. T., Rodriguez-Echeverria, S., Martinez, 1., Barraza-Zepeda, C. E., and Escolar, C.:
Relationships between biological soil crusts, bacterial diversity and abundance, and ecosystem functioning: Insights from a semi-arid
Mediterranean environment, Journal of Vegetation Science, 22, 165-174, 2011.

Chamizo, S., Cantén, Y., Rodriguez-Caballero, E., Domingo, F., and Escudero, A.: Runoff at contrasting scales in a semiarid ecosystem: A
complex balance between biological soil crust features and rainfall characteristics, Journal of Hydrology, 452, 130-138, 2012.

Chamizo, S., Belnap, J., Eldridge, D. J., Cantén, Y., and Issa, O. M.: The Role of Biocrusts in Arid Land Hydrology, in: Biological Soil
Crusts: An Organizing Principle in Drylands, pp. 321-346, Springer, 2016.

Ciais, P., Sabine, C., Bala, G., Bopp, L., Brovkin, V., Canadell, J., Chhabra, A., DeFries, R., Galloway, J., Heimann, M., et al.: Carbon
and other biogeochemical cycles, in: Climate Change 2013: The Physical Science Basis. Contribution of Working Group I to the Fifth
Assessment Report of the Intergovernmental Panel on Climate Change, pp. 465-570, Cambridge University Press, 2014.

Colica, G., Li, H., Rossi, E, Li, D., Liu, Y., and De Philippis, R.: Microbial secreted exopolysaccharides affect the hydrological behavior of
induced biological soil crusts in desert sandy soils, Soil Biology and Biochemistry, 68, 62-70, 2014.

Csotonyi, J. T., Swiderski, J., Stackebrandt, E., and Yurkov, V.: A new environment for aerobic anoxygenic phototrophic bacteria: Biological
soil crusts, Environmental Microbiology Reports, 2, 651-656, 2010.

da Rocha, U. N., Cadillo-Quiroz, H., Karaoz, U., Rajeev, L., Klitgord, N., Dunn, S., Truong, V., Buenrostro, M., Bowen, B. P., Garcia-Pichel,
F, et al.: Isolation of a significant fraction of non-phototroph diversity from a desert Biological Soil Crust, Frontiers in Microbiology, 6,
2015.

Darrouzet-Nardi, A., Reed, S. C., Grote, E. E., and Belnap, J.: Observations of net soil exchange of CO3 in a dryland show experimental
warming increases carbon losses in biocrust soils, Biogeochemistry, 126, 363-378, 2015.

Davies, L. O., Schifer, H., Marshall, S., Bramke, I., Oliver, R. G., and Bending, G. D.: Light structures phototroph, bacterial and fungal
communities at the soil surface, PLoS ONE, 8, 69 048, 2013.

De Philippis, R. and Vincenzini, M.: Exocellular polysaccharides from cyanobacteria and their possible applications, FEMS Microbiology
Reviews, 22, 151-175, 1998.

24



10

15

20

25

30

35

Ebrahimi, A. and Or, D.: Hydration and diffusion processes shape microbial community organization and function in model soil aggregates,
Water Resources Research, 2015.

Elbert, W., Weber, B., Burrows, S., Steinkamp, J., Biidel, B., Andreae, M. O., and Poschl, U.: Contribution of cryptogamic covers to the
global cycles of carbon and nitrogen, Nature Geoscience, 5, 459—462, 2012.

Evans, R. and Johansen, J.: Microbiotic crusts and ecosystem processes, Critical Reviews in Plant Sciences, 18, 183-225, 1999.

Faist, A. M., Herrick, J. E., Belnap, J., Van Zee, J. W., and Barger, N. N.: Biological soil crust and disturbance controls on surface hydrology
in a semi-arid ecosystem, Ecosphere, 8, 2017.

Fierer, N. and Jackson, R. B.: The diversity and biogeography of soil bacterial communities, Proceedings of the National Academy of
Sciences, 103, 626-631, 2006.

Flemming, H.-C. and Wingender, J.: The biofilm matrix, Nature Reviews Microbiology, 8, 623—633, 2010.

Garcia-Pichel, F. and Bebout, B. M.: Penetration of ultraviolet radiation into shallow water sediments: High exposure for photosynthetic
communities, Marine Ecology Progress Series. Oldendorf, 131, 257-262, 1996.

Garcia-Pichel, F. and Belnap, J.: Microenvironments and Microscale Productivity of Cyanobacterial Desert Crusts1, Journal of Phycology,
32, 774-782, 1996.

Garcia-Pichel, F. and Belnap, J.: Small-scale environments and distribution of biological soil crusts, in: Biological Soil Crusts : Structure,
Function, and Management, pp. 193-201, Springer, 2002.

Garcia-Pichel, F., Johnson, S., Youngkin, D., and Belnap, J.: Small-scale vertical distribution of bacterial biomass and diversity in biological
soil crusts from arid lands in the Colorado Plateau, Microbial Ecology, 46, 312-321, 2003.

Garcia-Pichel, F., Loza, V., Marusenko, Y., Mateo, P., and Potratka, R. M.: Temperature drives the continental-scale distribution of key
microbes in topsoil communities, Science, 340, 1574-1577, 2013.

Gomez, J. A., Hoftner, K., and Barton, P. I.: DFBAlab: A fast and reliable MATLAB code for dynamic flux balance analysis, BMC Bioin-
formatics, 15, 1, 2014.

Grote, E. E., Belnap, J., Housman, D. C., and Sparks, J. P.: Carbon exchange in biological soil crust communities under differential temper-
atures and soil water contents: implications for global change, Global Change Biology, 16, 2763-2774, 2010.

Gunnigle, E., Frossard, A., Ramond, J.-B., Guerrero, L., Seely, M., and Cowan, D. A.: Diel-scale temporal dynamics recorded for bacterial
groups in Namib Desert soil, Scientific Reports, 7, 40 189, 2017.

Hagemann, M., Henneberg, M., Felde, V. J., Drahorad, S. L., Berkowicz, S. M., Felix-Henningsen, P., and Kaplan, A.: Cyanobacterial
diversity in biological soil crusts along a precipitation gradient, Northwest Negev Desert, Israel, Microbial Ecology, 70, 219-230, 2015.

Henze, M.: Activated Sludge Models ASM1, ASM2, ASM2d and ASM3, vol. 9, IWA Publishing, 2000.

Hirokawa, J., Kato, T., and Mafuné, F.: Uptake of gas-phase nitrous acid by pH-controlled aqueous solution studied by a wetted wall flow
tube, The Journal of Physical Chemistry A, 112, 12 143-12 150, 2008.

Hu, C,, Liu, Y., Song, L., and Zhang, D.: Effect of desert soil algae on the stabilization of fine sands, Journal of Applied Phycology, 14,
281-292, 2002.

Isichei, A. O.: The role of algae and cyanobacteria in arid lands. A review, Arid Land Research and Management, 4, 1-17, 1990.

Johnson, S. L., Budinoff, C. R., Belnap, J., and Garcia-Pichel, F.: Relevance of ammonium oxidation within biological soil crust communities,
Environmental Microbiology, 7, 1-12, 2005.

Johnson, S. L., Neuer, S., and Garcia-Pichel, F.: Export of nitrogenous compounds due to incomplete cycling within biological soil crusts of

arid lands, Environmental Microbiology, 9, 680-689, 2007.

25



10

15

20

25

30

35

Jones, R. T., Robeson, M. S., Lauber, C. L., Hamady, M., Knight, R., and Fierer, N.: A comprehensive survey of soil acidobacterial diversity
using pyrosequencing and clone library analyses, The ISME Journal, 3, 442-453, 2009.

Kim, M. and Or, D.: Individual-based model of microbial life on hydrated rough soil surfaces, PLoS ONE, 11, e0147 394, 2016.

Kreft, J.-U., Booth, G., and Wimpenny, J. W.: BacSim, a simulator for individual-based modelling of bacterial colony growth, Microbiology,
144, 3275-3287, 1998.

Kuske, C. R., Yeager, C. M., Johnson, S., Ticknor, L. O., and Belnap, J.: Response and resilience of soil biocrust bacterial communities to
chronic physical disturbance in arid shrublands, The ISME Journal, 6, 886-897, 2012.

Lange, O. L.: Photosynthesis of soil-crust biota as dependent on environmental factors, in: Biological Soil Crusts : Structure, Function, and
Management, pp. 217-240, Springer, 2003.

Lauber, C. L., Hamady, M., Knight, R., and Fierer, N.: Pyrosequencing-based assessment of soil pH as a predictor of soil bacterial community
structure at the continental scale, Applied and Environmental Microbiology, 75, 5111-5120, 2009.

Ma, J., Wang, Z.-Y., Stevenson, B. A., Zheng, X.-J., and Li, Y.: An inorganic CO- diffusion and dissolution process explains negative CO2
fluxes in saline/alkaline soils, Scientific Reports, 3, 2013.

Maestre, F. T., Escolar, C., Guevara, M. L., Quero, J. L., Lazaro, R., Delgado-Baquerizo, M., Ochoa, V., Berdugo, M., Gozalo, B., and
Gallardo, A.: Changes in biocrust cover drive carbon cycle responses to climate change in drylands, Global change biology, 19, 3835—
3847, 2013.

Mager, D. and Thomas, A.: Extracellular polysaccharides from cyanobacterial soil crusts: A review of their role in dryland soil processes,
Journal of Arid Environments, 75, 91-97, 2011.

Mager, D. M.: Carbohydrates in cyanobacterial soil crusts as a source of carbon in the southwest Kalahari, Botswana, Soil Biology and
Biochemistry, 42, 313-318, 2010.

Masaro, L. and Zhu, X.: Physical models of diffusion for polymer solutions, gels and solids, Progress in Polymer Science, 24, 731-775,
1999.

Mazor, G., Kidron, G. J., Vonshak, A., and Abeliovich, A.: The role of cyanobacterial exopolysaccharides in structuring desert microbial
crusts, FEMS Microbiology Ecology, 21, 121-130, 1996.

McCalley, C. K. and Sparks, J. P.: Abiotic gas formation drives nitrogen loss from a desert ecosystem, Science, 326, 837-840, 2009.

Mclntyre, D.: Characterizing soil aeration with a platinum microelectrode. II. Response under controlled soil physical conditions, Soil
Research, 4, 103-113, 1966.

More, T., Yadav, J., Yan, S., Tyagi, R., and Surampalli, R.: Extracellular polymeric substances of bacteria and their potential environmental
applications, Journal of Environmental Management, 144, 1-25, 2014.

Or, D., Phutane, S., and Dechesne, A.: Extracellular polymeric substances affecting pore-scale hydrologic conditions for bacterial activity in
unsaturated soils, Vadose Zone Journal, 6, 298-305, 2007.

Paerl, H. W., Pinckney, J. L., and Steppe, T. F.: Cyanobacterial-bacterial mat consortia: Examining the functional unit of microbial survival
and growth in extreme environments, Environmental Microbiology, 2, 11-26, 2000.

Pankratov, T. A., Serkebaeva, Y. M., Kulichevskaya, I. S., Liesack, W., and Dedysh, S. N.: Substrate-induced growth and isolation of Aci-
dobacteria from acidic Sphagnum peat, The ISME Journal, 2, 551-560, 2008.

Pedersen, L. L., Smets, B. F., and Dechesne, A.: Measuring biogeochemical heterogeneity at the micro scale in soils and sediments, Soil

Biology and Biochemistry, 90, 122-138, 2015.

26



10

15

20

25

30

35

Pepe-Ranney, C., Koechli, C., Potrafka, R., Andam, C., Eggleston, E., Garcia-Pichel, F., and Buckley, D. H.: Non-cyanobacterial diazotrophs
mediate dinitrogen fixation in biological soil crusts during early crust formation, The ISME Journal, 10, 287-298, 2016.

Pereira, S., Zille, A., Micheletti, E., Moradas-Ferreira, P., De Philippis, R., and Tamagnini, P.: Complexity of cyanobacterial exopolysac-
charides: Composition, structures, inducing factors and putative genes involved in their biosynthesis and assembly, FEMS Microbiology
Reviews, 33, 917-941, 2009.

Peterjohn, W. T. and Schlesinger, W. H.: Nitrogen loss from deserts in the southwestern United States, Biogeochemistry, 10, 67-79, 1990.

Phillies, G. D.: Dynamics of polymers in concentrated solutions: The universal scaling equation derived, Macromolecules, 20, 558-564,
1987.

Phillips, C. L., Nickerson, N., Risk, D., and Bond, B. J.: Interpreting diel hysteresis between soil respiration and temperature, Global Change
Biology, 17, 515-527, 2011.

Porada, P., Weber, B., Elbert, W., Poschl, U., and Kleidon, A.: Estimating global carbon uptake by lichens and bryophytes with a process-
based model, Biogeosciences, 10, 6989-6989, 2013.

Porada, P., Weber, B., Elbert, W., Poschl, U., and Kleidon, A.: Estimating impacts of lichens and bryophytes on global biogeochemical cycles,
Global Biogeochemical Cycles, 28, 71-85, 2014.

Porada, P., Lenton, T., Pohl, A., Weber, B., Mander, L., Donnadieu, Y., Beer, C., Poschl, U., and Kleidon, A.: High potential for weathering
and climate effects of non-vascular vegetation in the Late Ordovician, Nature communications, 7, 2016.

Porada, P., Poschl, U., Kleidon, A., Beer, C., and Weber, B.: Estimating global nitrous oxide emissions by lichens and bryophytes with a
process-based productivity model, Biogeosciences, 14, 1593-1602, 2017.

Raanan, H., Felde, V. J., Peth, S., Drahorad, S., Ionescu, D., Eshkol, G., Treves, H., Felix-Henningsen, P., Berkowicz, S. M., Keren, N, et al.:
Three-dimensional structure and cyanobacterial activity within a desert biological soil crust, Environmental Microbiology, 2015.

Rajeev, L., Da Rocha, U. N., Klitgord, N., Luning, E. G., Fortney, J., Axen, S. D., Shih, P. M., Bouskill, N. J., Bowen, B. P., Kerfeld, C. A.,
et al.: Dynamic cyanobacterial response to hydration and dehydration in a desert biological soil crust, The ISME Journal, 7, 2178-2191,
2013.

Rodriguez-Caballero, E., Aguilar, M. A., Castilla, Y. C., Chamizo, S., and Aguilar, F. J.: Swelling of biocrusts upon wetting induces changes
in surface micro-topography, Soil Biology and Biochemistry, 82, 107-111, 2015.

Rossi, F. and De Philippis, R.: Role of cyanobacterial exopolysaccharides in phototrophic biofilms and in complex microbial mats, Life, 5,
1218-1238, 2015.

Rossi, F., Micheletti, E., Bruno, L., Adhikary, S. P., Albertano, P., and De Philippis, R.: Characteristics and role of the exocellular polysac-
charides produced by five cyanobacteria isolated from phototrophic biofilms growing on stone monuments, Biofouling, 28, 215-224,
2012.

Sancho, L. G., Belnap, J., Colesie, C., Raggio, J., and Weber, B.: Carbon Budgets of Biological Soil Crusts at Micro-, Meso-, and Global
Scales, in: Biological Soil Crusts: An Organizing Principle in Drylands, pp. 287-304, Springer, 2016.

Sander, R.: Compilation of Henry’s law constants for inorganic and organic species of potential importance in environmental chemistry,
1999.

Schoolfield, R., Sharpe, P., and Magnuson, C.: Non-linear regression of biological temperature-dependent rate models based on absolute
reaction-rate theory, Journal of Theoretical Biology, 88, 719-731, 1981.

Schramm, A., De Beer, D., Gieseke, A., and Amann, R.: Microenvironments and distribution of nitrifying bacteria in a membrane-bound

biofilm, Environmental Microbiology, 2, 680-686, 2000.

27



10

15

20

Steven, B., Belnap, J., Kuske, C. R., et al.: Dryland soil microbial communities display spatial biogeographic patterns associated with soil
depth and soil parent material, FEMS Microbiology Ecology, 86, 101-113, 2013.

Stovitek, A., Kim, M., Or, D., and Gillor, O.: Microbial community response to hydration-desiccation cycles in desert soil, Scientific
Reports, 7, doi:10.1038/srep45735, 2017.

Tan, Y., Wang, Z.-X., and Marshall, K. C.: Modeling pH effects on microbial growth: A statistical thermodynamic approach, Biotechnology
and Bioengineering, 59, 724-731, 1998.

Thomas, A. D., Hoon, S. R., and Linton, P. E.: Carbon dioxide fluxes from cyanobacteria crusted soils in the Kalahari, Applied Soil Ecology,
39, 254-263, 2008.

Warren, S.: Synopsis: Influence of biological soil crusts on arid land hydrology and soil stability, in: Biological Soil Crusts: Structure,
Function, and Management, pp. 349-360, Springer, 2001.

Weber, B., Wu, D., Tamm, A., Ruckteschler, N., Rodriguez-Caballero, E., Steinkamp, J., Meusel, H., Elbert, W., Behrendt, T., Sorgel, M.,
et al.: Biological soil crusts accelerate the nitrogen cycle through large NO and HONO emissions in drylands, Proceedings of the National
Academy of Sciences, 112, 1538415389, 2015.

Weber, B., Bowker, M., Zhang, Y., and Belnap, J.: Natural recovery of biological soil crusts after disturbance, in: Biological Soil Crusts: An
Organizing Principle in Drylands, pp. 479-498, Springer, 2016a.

Weber, B., Biidel, B., and Belnap, J., eds.: Biological Soil Crusts: An Organizing Principle in Drylands, Springer, 2016b.

Wolf, G., Picioreanu, C., and van Loosdrecht, M.: Kinetic modeling of phototrophic biofilms: The PHOBIA model, Biotechnology and
Bioengineering, 97, 1064-1079, 2007.

Yang, A.: Modeling and evaluation of CO2 supply and utilization in algal ponds, Industrial & Engineering Chemistry Research, 50, 11 181—
11192, 2011.

Zaady, E., Ben-David, E. A., Sher, Y., Tzirkin, R., and Nejidat, A.: Inferring biological soil crust successional stage using combined PLFA,
DGGE, physical and biophysiological analyses, Soil Biology and Biochemistry, 42, 842-849, 2010.

Zand-Parsa, S. and Sepaskhah, A.: Soil hydraulic conductivity function based on specific liquid—vapor interfacial area around the soil parti-

cles, Geoderma, 119, 143-157, 2004.

28


http://dx.doi.org/10.1038/srep45735

(a) Physical domain: abstract representation of biocrust cross section (b) Boundary conditions

light, temperature, water 02,CO. gas exchange Light « Temperature »
» N

Rough surfaces

a4l 4

@ Y| abstract geometry

20 mm

(c) Effective film thickness [m] o3

water void

- gas phase leffective film thickness 107
: liquid phase e
: solid phase

[ —a—. 7]
: cell and EPS T 107! 10° 10! 102 10°

OO

Model domain

Matric potential [-kPa]

Figure 1. A schematic of physical domain and environmental conditions of the desert biocrust model (DBM). (a) A cross-section of the
physical domain of desert soil is modelled up to 20 mm and most of microbial activities occur at the uppermost 5 mm, indicating “biocrust”,
a region of interest in this work (marked in green). The domain comprises hexagonal patches with different physical properties to represent
heterogeneity of soil (mimicking soil pores and rough surfaces) with the pre-assigned mean values (See Table S8 in the supplementary text).
We note that physical properties of the domain were assigned statistically same for biocrust and below crust regions. The rough surface is
simplified with abstract geometries to calculate effective film thicknesses of the surface at patch scale. To represent interference of liquid
phase with respect to gas diffusion, we consider two rough soil surfaces (cross-sections) facing each other as described previously (Kim
and Or, 2016; St ovigek et al., 2017). (b) Spatio-temporal variations of light intensity and temperature as boundary conditions (wet and dry)
during a diurnal cycle. Surface boundary conditions of temperature changes in accordance with light irradiance during the same period of a
day. Unlike light penetration, temperature profile depends on hydration conditions (thermal diffusivity is controlled by the matric potential).
Under wetter conditions, thermal diffusivity is higher. (c) Effective thicknesses of water film and void space are determined as a function of

matric potential.
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Figure 2. Key microbial functional groups and biogeochemical interactions within the desert biocrust model. The biocrust is considered
an ecological unit where four groups of biological species to describe carbon and nitrogen cycling. The introduced chemical and biological
species in conjunction with the chemical processes determine the dynamics of local pH of soil pore water and gaseous efflux at the top of
the domain. The growth rate of each species is determined from Equation (17). For details of stoichiometry, rate expressions, and Monod

parameters, see Supplementary Materials: Text 4.

30



(a) Gas content [-] (b) Gas diffusion pathway (c) Oy [mg.L‘1] (d) Local pH [-]

eama— 0.4 S . w12
°,._»,' 0 o;\,;‘,‘_‘ o O prin l30 0
& 2 4 3 Or's
2 SRS 2 SNl (3 o ! a 2 H 10
— R | ¢ S Ik 5 S
£ - wxar ¢ |8 p 20
E 4 (WY 4“%*5.—3 4 ¥ 4 - 8
s B2 Eeoplys O
a 3 ' . P 8 b ) 3 .
2 ¢ BRRR ° WXy, 2 6 P 0 ° °
- 4 0.1 — 2 2
8;-- _'V"I 8$e¢ : g 8 : 8 - : 4
3% - @ S X
10 ¢ v\’ e 0 10 ;‘L' -~ B0 10 ° 't ,' 0 10 ° )
01234 01234 01234 01234
x [mm] x [mm] x [mm] x [mm]

Figure 3. Aqueous phase distribution affects diffusion pathways and geochemical conditions (no biological activity) A typical simu-
lation result of a steady-state soil biocrust (up to 10 mm depth) when biological activities are absent at standard ambient temperature (T =
25 °C). (a) A preassigned soil structure determines the local gas content and configuration of water at field capacity (the aqueous phase is
complementary in these pore spaces). (b) The unsaturated soil permits gas phase to penetrate over the biocrust depth along pathways (marked
in blue) not blocked by the aqueous phase (marked in blue). The process is described by invasion percolation in this study. When the gas
phase is connected to the atmosphere, partial pressures of gaseous compounds equilibrate to the atmospheric level as boundary conditions.
Gas and liquid phase configurations determine the distribution of chemical species in liquid phase, (c) The distribution of dissolved oxygen

concentration, and (d) localised soil pore water pH.
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Figure 4. Diurnal distributions of chemical constituents in the desert biocrust. A typical result of simulated chemical profile within
biocrusts at midday (top panel) and at midnight (bottom panel) at field capacity (wet but unsaturated). (a, €) The profile of dissolved oxygen
is relatively stable during the day and night cycle. This implies that gas transport from atmosphere is fast enough to override the consump-
tion/production of microbial community. (b, f) The profile of pH changes in contrast to that of oxygen. During the day, the top of the crust
(within 2 mm) exhibits strong alkalisation, marked as blue in the figure. During the night, pH at the top goes back to the similar level as
below 2 mm. (c, g) Total ammonia nitrogen (TAN) increases during day on the top of the crust due to microbial production (N3 fixation) and
decreases during night by microbial consumption. (d, h) Nitrate distribution shows a tendency of cumulation below 4-5 mm without clear

diurnal patterns.
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Figure 5. Diurnal shifts in microbial activity and spatial distributions in desert biocrusts A typical result of simulated biological activity
profiles within wet biocrusts at midday (top panel) and at midnight (bottom panel) at field capacity. Local microbial activity is expressed
in ugceu.g;)i}.hfl (product of local biomass and growth rate per gram of soil). (a, ) Spatial distribution of microbial activity is given. Five
colours (green, yellow, purple, dark blue, and light blue) represent the microbial groups (photoautotrophs (PH), aerobic heterotrophs (HET),
anaerobic heterotrophs (DEN), ammonia oxidisers (AOB), and nitrite oxidiser (NOB), respectively). Higher activity is shown with stronger
colours. Vertical distribution of microbial activity at midday (b) and at midnight (f). Local activities are averaged (only with patches where
the activity occurs) with respect to the horizontal direction. Only upper standard deviations (+1 S.D.) are shown considering the log scale
plot. (c, g) The spatial extent of the activity of each functional microbial group within the biocrust is represented by a bar (of the assigned

colours above). (d, h) Phototrophic activity changes during day and night, resulting in distinctive trophic interaction patterns over carbon and
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Figure 6. Diurnal variations in microbial activity within saturated biocrusts. Simulated microbial activity profiles and vertical strati-
fication at midday (a) and midnight (c). The spatial distribution of microbial activity is averaged with respect to the horizontal direction
for 10 independent simulations. (only upper standard deviations (+1 S.D) are shown considering the log scale) (b,d) Based on the vertical
distribution of microbial community members, the depth containing the activity of each microbial group within the biocrust is marked by the

bars (with respective colour coding).
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Figure 7. Oxygen and pH profiles within saturated biocrusts. Spatio-temporal dynamics of (a) oxygen profile and (b) pH profile of
modelled biocrusts (fully saturated) under diurnal cycles. The horizontal average of profiles is taken and ten independent simulations are
averaged to see the general dynamics of various biocrusts. For comparisons, 500 um depth is chosen to represent the temporal behaviour of
the top crust. Depth averaged profiles at midday and midnight are used to compare with experimental measurements of biocrust response

under light and dark conditions.
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Figure 8. Gas effluxes from saturated biocrusts. Gaseous efflux from saturated biocrusts is concomitantly obtained with chemical profiles
and microbial activity from 10 independent simulations of the model. (a) CO3 efflux shows diel cycles of uptake (during daytime) and
release (during nighttime). The averaged CO2 efflux dynamics are compared with an observation (red squares from Rajeev et al. (2013)).
(b) NH3 efflux dynamics show volatilisation of ammonia gas mainly caused by alkalisation of the top crust during daytime, resulting in a
net volatilisation rate of about 500 nmol.m_zday_l. (c) N2 O efflux is also calculated as an indicator of denitrification. Observed is that the

highest denitrification rate during the first 1-2 days.
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