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Abstract  9 

Ecosystem CO2 fluxes in high Arctic are rather dynamic, as they are sensitive to climatic variability through 10 

multiple ecosystem processes, for instance, vegetation and snow dynamics as well as permafrost thawing, operating 11 

at different time scales. Uncertainties from both high-frequency measurements and model assumptions challenge 12 

model calibration to describe both short- and long-term phenomena related to weather and climate variabilities. In 13 

this study, we generated three model ensembles using a Monte-Carlo based uncertainty approach with acceptance 14 

criteria for 15 years of eddy covariance CO2 measurements of a high Arctic heath ecosystem based on the time-15 

integrated CO2 fluxes within the day, the year and the entire period. The temporal distribution of residuals between 16 

the model and measurements indicated that the three model ensembles reasonably simulated diurnal, seasonal and 17 

long-term behaviours of CO2 fluxes respectively. The inter-annual variation of CO2 fluxes over 15 years showed the 18 

current ecosystem is at a transition from being a C sink to a C neutral balance. The long-term behaviour model 19 

ensemble simulated a more intensified diurnal C cycle than the short-term behaviour model ensembles. The 20 

intensified C cycle was mainly attributed to a faster depletion of the soil C pools. The sensitivities of posterior 21 

parameters to the model performance index (coefficient of determination, R2) reflected that parameters in the 22 

processes of soil water and heat transfer and snow dynamics regulated the short-term behaviour of CO2 fluxes, while 23 

parameters in the process of soil decomposition regulated the long-term behaviour of CO2 fluxes. Our results 24 

suggest that the development of ecosystem models should diagnose their effectiveness in capturing ecosystem CO2 25 

exchange behaviour across different time scales. A clear trade-off may exist when the model is tuned to capture both 26 

the short- and long-term variation of CO2 fluxes. To constrain the model with the time-integrated CO2 fluxes is a 27 

simple and useful method to reduce the non-explained errors and to identify the crucial link to controlling 28 

parameters and processes. 29 
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1 Introduction 31 

Northern permafrost regions characterized by cold climate, short growing seasons and poorly-drained soils with low 32 

fertility hold more than half of global soil carbon (C) with the top 3 m (Hugelius et al., 2014). Currently, widespread 33 

evidence reveals that rapid warming of the Arctic has resulted in permafrost thawing (Grosse et al., 2016). This 34 

implies that further warming can potentially release significant amounts of soil C to the atmosphere, exerting a 35 

positive feedback to global climate change (MacDougall 2012; Koven et al., 2015; Schuur et al., 2009, 2015). On 36 

the other hand, enhanced warming and redistributed wetting may alter growing season length, vegetation phenology 37 

and nutrient and water availability to conditions favored by shrubby and productive ecosystems, which may 38 

sequester more carbon dioxide (CO2) comparing to present tundra ecosystems (Xia et al., 2017; Zhang et al., 2013a, 39 

b, 2014; Elmendorf et al., 2012; Myers-Smith et al., 2015). These two opposing ecosystem feedbacks pose a 40 

challenge to identify current and future transition of Arctic ecosystems functioning between C sink and source.  41 

The net C gain or loss in ecosystems is described by net ecosystem exchange (NEE) of CO2 between the atmosphere 42 

and biosphere. Its variability is affected by responses of two constituent fluxes (i.e. gross primary production (GPP) 43 

and ecosystem respiration (ER)) to abiotic and biotic drivers across a wide range of time scales (hours to years) 44 

(Richardson et al., 2007; Baldocchi et al., 2017; Wu et al., 2017). Previous studies used models or wavelet spectra 45 

analysis to disentangle the effects of short- and long-term climatic variation on eddy flux variability (Baldocchi et 46 

al., 2001; Braswell et al., 2005; Stoy et al., 2005, 2009, 2013; Richardson et al., 2007). They generally agreed that 47 

climatic variation tightly controls the short-term variation of CO2 fluxes, and the effects will become progressively 48 

less important at a long term. The intermediate scales of weather patterns, such as freezing events, heat waves or 49 

rain pulses, may influence plant phenology and microbial activities through their effects on soil temperature and soil 50 

moisture (Vargas et al., 2010). Accordingly, the dominant drivers of ecosystem dynamics can shift from physical or 51 

physiological controls to biological responses to climatic variation along multiple temporal scales (Richardson et al., 52 

2008; William et al., 2009; Wu et al., 2012a; Fig. 1). This transition possibly becomes remarkable in the Arctic 53 

tundra, which has experienced the substantial changes in seasonal climate and thawing depths of permafrost during 54 

the past few decades (AMAP, 2011; Myers-Smith et al., 2015; Schuur et al., 2015).  55 

Soil heat and water transfer, snow dynamics, vegetation dynamics, and soil decomposition are major processes to 56 

regulate Arctic ecosystems NEE variation across multiple time scales. Soil heat and water fluxes respond to diurnal 57 

climatic variation instantaneously. In situ manipulation experiments, laboratory incubations and modelling studies 58 

show that increased soil temperatures due to the effects of air warming or more efficient snow insulation are primary 59 

abiotic drivers for increased soil effluxes in both growing seasons and cold seasons (Elberling, 2003; Semenchuk et 60 

al., 2016; Webb et al., 2016; Li et al., 2014). Soil moisture is associated with water stress of photosynthesis and 61 

sometimes may become a limiting factor other than soil temperature by determining the form and magnitude of soil 62 

C release to the atmosphere (Blok et al., 2016; Natali et al., 2015). Snow dynamics is another important aspect that 63 

may cause changes in soil temperature, soil moisture, growing season length, and quantity and quality of substrate 64 

(Lund et al., 2012; Grøndahl et al., 2007). Snow directly impacts on the onset of growing seasons but also has carry-65 

over effects on the summer- and autumn-time CO2 exchange through soil moisture limitation (Westergaard-Nielesen 66 

et al., 2017). Moreover, increased soil temperature due to a larger winter snow may also affect the nitrogen (N) 67 
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cycling (Blok et al., 2015). Vegetation dynamics influences C cycle in terms of short- (e.g. photosynthesis and 68 

stomatal controls) and long-term responses (e.g. changes in composition, structure and functioning). Increased soil 69 

decomposition due to permafrost thawing might be linked to a longer time scale of process related to the old C 70 

turnover (Elberling et al., 2013). Given that the high Arctic C balance is highly dependent on the different time scale 71 

of changes in environmental drivers and biotic responses, it is imperative to identify processes controlling variations 72 

in C fluxes within-day, between-days and -years. 73 

To partition NEE into GPP and ER often relies on the night-time or daytime fitting function by assuming that in 74 

certain circumstances, the observed CO2 fluxes only represent one constituent flux (Reichstein et al., 2005; Lasslop 75 

et al., 2010). However, this conventional approach may not be applicable for the high Arctic tundra with 24-hour 76 

light in summer-time. In addition, it may suffer from the following limitations. Firstly, solely using either air 77 

temperature or soil temperature to extrapolate ER may not be appropriate when temperature response function is 78 

differential for respiration components (i.e. autotrophic and heterotrophic respiration). For instance, rhizospheric 79 

respiration sometimes has higher temperature sensitivity (i.e. higher Q10 values) than heterotrophic respiration 80 

(Gaumont-Guay et al., 2008); secondly, other environmental factors may jointly control respiration processes, for 81 

instance, snow and N cycling (Blok et al., 2015, 2016); last but not the least, confounding effects of abiotic and 82 

biotic factors propagating along the time scale cannot be well represented by the statistical approach (Braswell et al., 83 

2005; Paschalis et al., 2015). Therefore, ecosystem model is an alternative set of tools to diagnose the C cycling and 84 

project its behaviour at different temporal scales in relation to other ecosystem processes (Stoy et al., 2009). Besides, 85 

posterior parameter distributions and probabilistic ensembles identified by a Monte Carlo-based uncertainty 86 

approach used in the model allow us to explore the most important parameters for C dynamics and the level of their 87 

uncertainties (Prihodko et al., 2008; Dietze et al., 2011).  88 

In this study, we used a process-oriented ecosystem model (CoupModel) to simulate 15 years (2000-2014) C 89 

dynamics for a high Arctic tundra heath ecosystem. Seasonal and multi-year eddy covariance fluxes of CO2 and 90 

surface energy, soil temperature and soil water content were available to evaluate the efficiency of the model. The 91 

main objective of this study was to examine the role of major physical and biological processes regulating the 92 

diurnal, seasonal and long-term variation of CO2 fluxes and to estimate the ecosystem C budget based on different 93 

temporal (i.e. diurnal, seasonal and long-term) behaviour model ensembles. To enable the modelled CO2 fluxes to 94 

consistently agree with the observed C flux on describing these temporal behaviours, the calibrated variable used the 95 

NEE integrated for the day, the year and the entire period. To compare time-integrated variables is a simple 96 

approach to examine the balance of mass or the magnification of model-observation residuals. Our specific aims 97 

were (1) to generate three behaviour model ensembles which best describe the diurnal, seasonal and long-term 98 

variation of CO2 fluxes respectively; (2) to identify relative importance of parameters/processes in simulating 99 

measurement variables; (3) to understand how the differences in the C budgets estimated by the model ensembles 100 

can be explained by the internal C flux rates and the changes in vegetation and soil C pools. 101 
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2 Materials and methods 102 

2.1 Site description 103 

The study site is a Cassiope tetragona heath tundra situated at a lower part of Zackenbergdalen in Northeast 104 

Greenland (74°28 Ń, 20°34 Ẃ, 38 m a.s.l), where the CO2 flux measurements were collected by an EC mast since 105 

2000 (Lund et al., 2012). Within the study area, a climate station was established in summer of 1995 and started to 106 

collect the hourly meteorological measurements since then. The local climate type is characterized as “polar desert” 107 

with low precipitation in summer and intensive and persistent coldness for the rest part of the year (Abermann et al., 108 

2017). Based on the meteorological measurements, annual mean air temperature shows an increase of 0.05 °C yr-1 109 

for 1996-2014, and such increased warming is largely attributed to the winter-time warming (i.e. DJF) of 0.15 °C yr-110 

1. Both changes in annual total precipitation and snowfall are less than 1% during 1996-2014. Annual maximum 111 

thawing depth has been observed around 60–70 cm over August and September (Hollesen et al., 2011). C. 112 

tetragona, an evergreen dwarf shrub species with the average height of 5-10 cm (Elberling et al., 2008; Campioli et 113 

al., 2012) and leaf area index of 0.4-0.5 (Campioli et al., 2009), dominates the surrounding ecosystems by covering 114 

around 53% of surface areas (Bay 1998). Mosses and lichens cover the areas around 8% and 3% respectively. Few 115 

patches of Salix Arctica, Dryas and other herbs cover less than 5% of the total areas. The surface albedo of summer- 116 

and winter-time varies from 0.15 to 0.8. The soil type is classified as Typic Psammoturbels, which locates most soil 117 

C near the surface and a consistently low C concentration for the deeper soil horizons (Elberling et al., 2008). In 118 

some places, the buried organic-rich surface layer at approximately the depth of 20-30 cm was dated to reflect soil 119 

development since the Holocene Climate Optimum around 5000 years ago (Christiansen et al., 2002). Table 1 lists 120 

the information on climate, plant and soil characteristics, some of which are used to set initial conditions of soil and 121 

plant properties in the model and will be mentioned in the following sections. 122 

2.2 Measurements and data 123 

The hourly meteorological data sets for 1996-2014 consist of incoming short-wave and long-wave radiation, 124 

precipitation, 2m air temperature, wind speed, and relative humidity. The daily soil temperatures were measured at 125 

the depth of 0, 60, 130 cm for the same period as the meteorological measurements. Snow depth for 1997-2014 was 126 

measured at every three hours. The CO2, sensible heat and latent heat fluxes were measured by the EC technique 127 

based on the half-hour average after being gap-filled or storage-corrected for the period 2000-2014 (Lund et al., 128 

2012), but they were integrated into the hourly interval for the model comparison. The 2 depths (10 and 30 cm) of 129 

soil water content for 2006-2014 were measured by the Time-Domain Reflectometry (TDR) technique. All these 130 

data sets are available in the Greenland Ecosystem Monitoring database (http://data.g-e-m.dk/). 131 

2.3 Model description 132 

The CoupModel (version 5.0, available in http://www.coupmodel.com) is a process-oriented ecosystem model with 133 

a number of modules that represent biotic and abiotic processes for heat and mass (i.e. water, C and N) transfer 134 

within an atmosphere-plant-soil continuum and depth-dependent environmental controls on soil C dynamics 135 

(Jansson et al., 2012). The following model description mainly focuses on the processes relevant to this work, and 136 
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the parameters and equations are provided in the Table S1. A more detailed documentation of principles, parameters 137 

and equations can be found in Jansson and Karlberg (2010).  138 

2.3.1 Soil heat and soil water 139 

Soil heat and water flows were estimated using a coupling between the Fourier equations and Richard equations 140 

based on soil physical characteristics of a vertical multi-layered domain (Jansson and Halldin, 1979). In this study, 141 

the soil profile (37.35 m) was prescribed using 35 soil layers with increasing thickness from 0.05m for the top layer 142 

to 3 m for the bottom layer. Soil heat flow only accounted for conduction of heat using the thermal conductivity 143 

function. Soil thermal conductivity was estimated by considering soil texture characteristics, organic matter 144 

thickness, soil water content, and ice content (Kersten, 1949). The upper boundary conditions for soil heat transfer 145 

were regulated by soil surface heat flow, which was calculated using a function of soil surface temperature, organic 146 

layer thickness and convective heat flow given by infiltrated water and vapour. The soil surface temperature was a 147 

weighted sum of the estimation on three conditions: the bare soil, the soil partially covered by snow and the soil 148 

partially covered by plants. This allows soil surface temperature to reflect either the interactions between 149 

aerodynamic properties (e.g. plant cover and bare soil) or the steady-state heat transfer between soil and a 150 

homogeneous snow pack. The lower boundary condition for heat conduction was estimated by a parameter which 151 

represents a constant geothermal heat flow.  152 

Soil water was balanced by water infiltrated into the soil, soil evaporation, plant water uptake and runoff. Water 153 

flows between adjacent soil layers were assumed to be laminar, consisting of a matrix flow, a vapour flow and a 154 

macro-pores bypass flow. The upper boundary condition for calculating water flows was given by separate sub-155 

routines accounting for surface hydrology, soil frost, snow dynamics, and canopies interception of precipitation. The 156 

lower boundary condition of sub-surface hydrology depended on the groundwater level or saturation conditions. The 157 

initial conditions of soil water storage were prescribed by setting soil water content. The drainage and deep 158 

percolation were calculated based on an empirical linear equation. 159 

2.3.2 Snow dynamics 160 

The snow pack is an important factor to influence the upper boundary condition of soil heat and water flows and has 161 

been assumed homogeneous both horizontally and vertically in the model. Precipitation was distinguished between 162 

rainfall and snowfall using the temperature as a threshold parameter. Snowmelt was controlled by global radiation, 163 

air temperature and heat flux from the soil. The melting caused by global radiation was to some extent dependent on 164 

snow age. Liquid water retained in the snow pack was allowed to refreeze. The thermal conductivity of snow was 165 

estimated according to snow density. In this study, we used the energy balance approach to calculate snow surface 166 

temperature and sensible and latent heat fluxes upon snow surface (Gustafsson et al., 2004).  167 

2.3.3 Plant growth 168 

The potential rate of leaf assimilation was estimated using the light-use efficiency approach, which assumes that the 169 

total plant growth is proportional to the absorbed global radiation but limited by unfavourable conditions of 170 
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temperature, water and nitrogen (Monteith 1972; Monteith and Moss, 1977). Too high or too low leaf temperatures, 171 

too high leaf C:N ratio and water stress (i.e. the ratio of transpiration to potential transpiration) could stunt plants’ 172 

growth and development. The growth stage of plants (e.g. start of growth, leafing and grain development etc.) was 173 

determined according to species types and regulated by temperature sums. The allocation of C to different storage 174 

compartments (root, stem and leaf) was estimated by the multiplicative response of biomass, the leaf C:N ratio and 175 

water stress. The new (the current year) and old (the previous years) C storage compartments were distinguished and 176 

had different rates of litterfall. Plant respiration accounting for both maintenance and growth was simulated using 177 

the exponential “Q10 type” temperature response function (Hansen and Jensen, 1977). The model represented 178 

vegetation structure using the “multiple canopies” approach, which differentiates structure of each canopy stand in 179 

their competence of using the common resources, e.g. light, water and nutrients, for their growth. In our case, we 180 

parameterized two sets of canopy properties corresponding to the dwarf evergreen shrub (i.e. C. tetragona) and the 181 

prostrate forbs (i.e. mosses and lichen) respectively. These two canopies had different sizes in surface cover (C. 182 

tetragona: 53%, mosses: 8%), maximum canopy height (C. tetragona: 15 cm, mosses: 5 cm), maximum leaf area 183 

index (C. tetragona: 1, mosses: 0.5) and root lowest depth (C. tetragona: 20 cm, mosses: 5 cm). The maximum 184 

lifetime of leaves for C. tetragona and mosses were set to 3 years and 1 year respectively.   185 

2.3.4 Soil decomposition 186 

At each soil layer, soil organic matter was stored by a litter pool and a humus pool, which had a high and low C 187 

turnover rate correspondingly. The decomposition in both C pools was calculated by following the first order 188 

kinetics and constrained by soil temperature and soil moisture response function. The soil temperature response 189 

function used “Ratkowsky function”, a quadratic function to account for temperature dependency of microbial 190 

activities (e.g. bacterial growth) and was controlled by high and low temperature threshold parameters (Ratkowsky, 191 

1982). The soil moisture response function relied on the parameters which control the dependency curve within the 192 

high and low interval of soil water content (Skopp et al., 1990). Between these two water content intervals, there is 193 

no soil moisture limitation. Since the microbes were implicitly included in the litter pool, the synthesis of microbial 194 

biomass and metabolites constituted internal cycling. The initial values for the C and N content in each soil layer 195 

were prescribed by measurements and partitioned into the two pools for each layer according to the measured C:N 196 

ratio and soil bulk density as described in Table 1. 197 

2.4 Model setup, calibration and evaluation 198 

The model used the hourly meteorological measurements (i.e. 2m air temperature, precipitation incoming shortwave 199 

and longwave radiation, wind speed, and relative humidity) as drivers. By assuming vegetation started to grow from 200 

an equilibrium state, we implemented a 90-year run which was repeatedly driven by the meteorological 201 

measurements of 1996 as a model spin-up. We applied the GLUE (Generalized Likelihood Uncertainty Estimation, 202 

Jansson, 2012) framework to calibrate the model. The GLUE framework adopts a Monte-Carlo based approach to 203 

reduce parameter uncertainties of the prior runs and thus attain the behaviour model ensembles of accepted runs. It 204 

normally involves the following procedures: (I) to define the acceptance criteria; (II) to select uncertain parameters; 205 
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(III) to assign range and distribution functions for selected parameters; (IV) random realization of the model with 206 

independence between parameters and previous runs (Wetterstedt & Ågren, 2011).  207 

In this study, we performed a 19,000 Monte-Carlo multi-run based on the stochastic sampling of 33 parameters 208 

(Table 2). The minimum and maximum values of the sampled parameters were given in the Table 2. We used 209 

performance indexes (i.e. mean errors - ME and root mean square errors – RMSE) to select around 30 posterior runs 210 

based on the calibration against the time-integrated CO2 fluxes (Table 3). It is noted that the acceptance criteria is 211 

subjective and attained after we have conducted several initial selection tests. The time-integrated CO2 fluxes refer 212 

to the hourly measurements of NEE being transformed to cumulative sequences of fluxes for a day, a year and the 213 

entire measurement period. The NEE measurements were not gap-filled. Therefore, the transformations were made 214 

to smooth out uncertainties in single measured point and rather emphasize the pattern of flux within the day, within 215 

the year or for the long-term trend of the measurements. We calibrated the model based on the transformed NEE 216 

fluxes. After calibration, the corresponding behaviour model ensembles were named “the diurnal behaviour model 217 

ensemble (DBME), the seasonal behaviour model ensemble (SBME) and the long-term behaviour model ensemble 218 

(LBME)”.  219 

To identify the importance of controlling parameters and relevant processes reflected by the three behaviour model 220 

ensembles, we calculated the Pearson correlation between posterior parameters and R2 (the coefficient of 221 

determination for linear regression) of each measurement variable, and the inter-correlation matrix of parameters. 222 

We use the mean, coefficient of variation (CV, the standard deviation divided by the mean), skewness and kurtosis 223 

of probability density function (PDF) and cumulative distribution of frequency (CDF) to describe how well the 224 

posterior parameters have been constrained by each behaviour model ensemble. Finally, the mean and trend for the 225 

inter-annual variation of internal C fluxes and C storage pools in the three behaviour model ensembles were 226 

presented.  227 

2.5 Spectral analysis  228 

In order to investigate how well the three behaviour model ensembles were constrained to reflect multiple time 229 

scales of ecosystem behaviours, we calculated a multiscale variance of “maximal overlap discrete wavelet 230 

transform” (MODWT) for the measured and simulated CO2 fluxes. This approach decomposes the data sets into 231 

time-varying components to reveal the data patterns within single time window. The wavelet analysis was conducted 232 

using the Matlab wavelet toolbox on the basis of the “Haar” mother wavelet, which has been widely used to analyse 233 

the atmospheric turbulence data (Hudgins et al., 1993). We firstly pre-processed the data sets by replacing all the 234 

missing values in the measurements with 0 so as to have a complete time series. The model results only selected the 235 

values within the measurement dates and used 0 for the days with no measurements. The wavelet decomposition 236 

was performed for 15 levels. Each level corresponds to different time window length with the power of 2 at hours.  237 
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3 Results 238 

3.1 Wavelet detection of time-varying variance for the measurements and model ensemble means 239 

The variance of MODWT for the measured and modelled CO2 fluxes was presented over the time scales in power of 240 

2 for hours based on 15 transformed levels (Fig. 2). Accordingly, the patterns of the variance changing from the 241 

diurnal scale (hours) to the inter-annual scale (a year, equivalent to 213.09 hours) were well distinguished for each 242 

time series of dataset. The behaviour model ensemble means generally agreed well with the measurements in the 243 

patterns of variance across a wide range of time scales, but differed a bit in the magnitude at some individual time 244 

windows. Within the daily to weekly time scale (i.e. from 22 to 27 hours), DBME showed fewer deviations from the 245 

measurements than the other two model ensembles, and LBME showed the largest deviation from the 246 

measurements. On the contrary, at a relatively long time scale (e.g. 29 to 211 hours), the least deviation between the 247 

measurements and the model was found in LBME.  248 

3.2 Evaluation of the behaviour model performance  249 

3.2.1 The model performance in simulating the measurement variables 250 

The posterior runs effectively constrained the prior NEE fluxes by narrowing down the range of ME and RMSE 251 

(Fig. 3). All the behaviour model ensembles displayed a symmetrical Gaussian distribution of ME in NEE centring 252 

on 0 (Fig. 3a). They also showed their capabilities to best describe the time-scale integrated C fluxes based on their 253 

defined behaviours (Fig. 3b-3c). For instance, the smallest RMSE for the daily-integrated NEE was found in DBME 254 

(Fig. 3b), and this is similar to SBME and LBME, which had the smallest RMSE in the yearly-integrated NEE and 255 

the entire period-integrated NEE respectively (Fig. 3c and 3d). Despite that the model used the observed NEE as the 256 

only constraint, the other measurement variables were fairly well simulated (Fig. 4). It implies the holistic ecosystem 257 

dynamics represented by the model is reasonably consistent. In each ensemble, R2 of most measurement variables 258 

was larger than 0.5 and the averaged ME was close to 0. However, the model showed a relatively large 259 

underestimation on soil water content (SW0.1m and SW0.3m) and latent heat flux (LHF) (Fig. 4a). The relatively low 260 

R2 in NEE in DBME was partly due to the large uncertainties in simulating the autumn-time NEE (NEEOct), which 261 

had a lower R2 than NEE and NEE of growing season (NEEJul-Oct). It is noted that R2 of the calibrated variables is 262 

sensitive to the length of a cumulative time sequence so that R2 became larger as the cumulative time sequence was 263 

lengthened. Although all the ensembles had overestimated snow depth, they still simulated reasonable soil 264 

temperatures by using the posterior parameters.   265 

3.2.2 The model residuals allocated at the diurnal, seasonal and long-term time scales 266 

The residuals between the model and measurements were allocated for the diurnal, seasonal and long-term course 267 

(Fig. 5). The diurnal patterns of the hourly-mean residuals showed that the model overestimated C uptake during the 268 

daytime and C release during the night-time. LBME showed a wider uncertainty band and greater amplitude of the 269 

residuals than the other two ensembles (Fig. 5a). For the seasonal patterns of the daily mean residuals, the model 270 

overestimated C uptake in early spring and later autumn and C release in summer, and DBME and SBME had a 271 
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lower amplitude of deviations than LBME (Fig. 5b). In autumn, SBME showed fewer residuals than DBME. For the 272 

total cumulative residuals, LBME was constrained much better than the other two ensembles (Fig. 5c). In particular, 273 

DBME seemed to have divergent trends for the inter-annual variation of the cumulative residuals. For the period 274 

2000-2007, a positive bias was propagated, but for the period 2008-2014, a negative bias tended to offset the 275 

positive bias and resulted in a good balance of the two at the end of the period. 276 

3.3 Assessment of the ecosystem C budget and trends 277 

3.3.1 Inter-annual and seasonal variation of NEE 278 

All the model ensembles showed a similar inter-annual and seasonal variation of NEE, but they also differed in the 279 

slope of the linear trend and the year-round C budget (Fig. 6). The annual mean NEE started from a positive value 280 

(C source) at 2000 and varied towards a negative value (C sink) in most years (Fig. 6a). All of the ensembles 281 

reached the highest C uptake in 2008. After 2008, there was no trend for DBME, but both SBME and LBME 282 

indicated that the annual NEE tended to shift towards a C source. However, for the entire period, only DBME 283 

showed a significant downward trend of NEE (Table 4). For the seasonal profile of NEE, the NEE started from a C 284 

source in early spring and became an increased C sink in the growing season, and then was offset by increased C 285 

release in autumn (Fig. 6b). DBME showed the highest C uptake in summer and the lowest C release in spring and 286 

autumn. The year-round C budget for the three ensembles showed the ecosystem approximated to either a week sink 287 

(i.e. DBME: -9.8 ± 4.4 g C m-2 yr-1 and SBME: -4.1 ± 4.7 g C m-2 yr-1) or a neutral C balance (LBME: -0.1 ± 6.4 g C 288 

m-2 yr-1).  289 

3.3.2 The mean C budget and the temporal trends for C fluxes and stores based on the behaviour model 290 

ensemble mean 291 

In general, compared to the long-term behaviour model ensemble, the short-term behaviour model ensemble showed 292 

a lower estimate for the mean C flux rates and the plant-associated C storage pools and a higher estimate for the soil 293 

C pools (Table4). All the three behaviour model ensembles displayed a slightly increasing trend for the ecosystem C 294 

uptake (i.e. the negative NEE trend), but only the trend of DBME was significant (Table 4). Other significant trends 295 

in DBME were found in the inter-annual variation of GPP, ER, plant respiration (Rplant), root respiration (Rroot), 296 

litterfall, and all the C pools but the litter pool (Clitter). By contrast, LBME had the fewest number of C fluxes with 297 

significant trends. The GPP and ER simulated by DBME were -59.4 ± 16.1 g C m-2 yr-1 and 41.3 ± 4.4 g C m-2 yr-1 298 

respectively, around 60% of the C flux rates estimated by LBME. The difference of C balance in the three model 299 

ensembles was largely subject to the proportion of soil CO2 production. The fractions of respiration for humus and 300 

soil (i.e. Rhumus and Rsoil) in DBME, SBME and LBME were 20.8%, 27.8% and 33.3% respectively. A higher portion 301 

of soil respiration simulated by LBME originated from changes in the soil humus pool (Chumus), indicating a larger 302 

amount of old C release. Opposed to the trend of Clitter, the trend of Chumus was found significant for all the 303 

ensembles, with a higher magnitude for a longer term behaviour model ensemble. It is noted that the moss C pool 304 

(Cmoss) was higher in DBME than that in SBME and LBME.  305 
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3.4 Sensitivities and uncertainties of posterior parameters  306 

3.4.1 Sensitivities of posterior parameters to model performance 307 

We counted the number of posterior parameters with the Pearson correlation coefficient for linear regression (r > 308 

0.3 or r < -0.3) to the posterior R2 of the measurement variables and grouped them into the processes they belonged 309 

to. This helped us to identify which processes were important to which measurement variables and how this 310 

indication differed among the model ensembles. All the model ensembles showed a certain pattern on the count of 311 

sensitive parameters for their posterior values and R2 of the measurement variables (Fig. 7). The parameters were 312 

grouped into the processes of snow dynamics, soil water and soil heat, plant growth, and soil decomposition. The 313 

surface temperature (ST0m) was highly associated with the parameters in the processes of snow dynamics, soil heat 314 

and soil water and plant growth. But for soil temperature at the depth of 0.6 m and 1.3 m (i.e. ST0.6m and ST1.3m), 315 

LBME showed the sensitive parameters belonged to the processes of soil decomposition. For the soil water content 316 

at 0.1 m (SW0.1m), parameters from all the processes were sensitive to the model performance, but this differed from 317 

the soil water content at 0.3 m (SW0.3m), which may exclude parameters from one or another process. The sensitive 318 

parameters to snow depth common to all the model ensembles were from the processes of plant growth and snow 319 

dynamics. For the radiation fluxes, the common sensitive parameters were from the processes of plant growth, snow 320 

dynamics and soil water and soil heat. The parameters in the process of soil decomposition appeared sensitive to 321 

latent heat flux in both SBME and LBME. For NEE of the entire period or sub-periods, the soil decomposition 322 

parameters increased their number in the longer time behaviour models. Overall, the performance of SBME for most 323 

measurement variables was correlated to the parameters from all the four processes, while in DBME, more 324 

correlations were found in the parameters associated with snow dynamics and soil water and heat transfer, and in 325 

LBME, more correlations were found in the parameters associated with soil decomposition. Most parameters 326 

associated with plant growth showed higher sensitivities than other parameters in all the three model ensembles.   327 

3.4.2 Inter-correlations between posterior parameters  328 

The inter-correlations between posterior parameters reflected how close the inter-links of processes were controlled 329 

by the parameters in the behaviour models. This may infer that the data used to constrain the model was not suitable 330 

to distinguish various possible explanation to the measurements or that the ecosystem had an inherent dependence 331 

between different properties. The Pearson correlation coefficient for linear regression (r > 0.3 or r < -0.3) was 332 

adopted to indicate a moderate or high correlation between parameters. Among all the model ensembles, DBME 333 

showed that parameters with a higher number of significant correlations to others were from the processes of snow 334 

dynamics; plant respiration and soil decomposition (Fig. S3a, e.g. DensityCoefWater (4), AlbSnowMin (4), 335 

EquiAdjustPsi (4), RootRate (4), RateCoefLitter (4), RateCoefHumus (5), TempMin (6); it is noted that the number 336 

within the brackets indicates the number of parameters with a significant correlation). SBME showed that 337 

parameters with a higher number of significant correlations to others were relevant to snow density, surface 338 

evaporation, surface temperature, and plant growth (Fig. S3b, e.g. DensityOfNewSnow (4), EquiAdjustPsi (5), 339 

CFrozenSurfCorr (5), TLMin (4), rOptimum_value (6), FixNsupply (6), MCoefLeaf (5)). LBME revealed more 340 

number of significant inter-correlations for parameters were related to the processes of soil heat and water and plant 341 
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growth (Fig. S3c, e.g. RoughLMomSnow (5), DensityCoefMass (5), EquiAdjustPsi (4), FreezepointFWi (6), TLMin 342 

(7), TLOpt1(5), TempMin (5)). In general, we conclude that DBME showed more unconstrained parameters in soil 343 

decomposition, which however showed the best constraint in LBME. SBME revealed more inter-correlation for 344 

parameters in plant growth, indicating that more equifinalities may exist in this posterior ensemble.  345 

3.4.3 Posterior distribution of calibrated parameters  346 

Most parameters showed a negative kurtosis indicating that the posterior PDF of parameters had a larger combined 347 

weight of the tails relative to the rest of the distribution, and thus their distribution had a flatter peakedness 348 

comparing to the normal distribution (Table 2). Few parameters (e.g. RoughMomSnow in DBME and LBME, 349 

EquilAdjustPsi in DBME, TLOpt1 in LBME, TLMax in SBME and RateCoefHumus in DBME) showed a relatively 350 

high skewed distribution (i.e. skewness is <-1 or >1). In the process of snow dynamics, RoughLMomsnow and 351 

AlbSnowMin were better constrained than other parameters (Fig. 8). In the process of soil heat and water transfer, all 352 

the model ensembles provided a similar posterior PDF for the parameter OrganicLayerThick and larger differences 353 

for the parameters EquilAdjustPsi, CFrozenSurfCorr, SurfCoef and FreezepointFWi. In the process of plant growth, 354 

a better constraint on the posterior PDF in the model ensembles was found on the parameters related to the 355 

temperature response function of photosynthesis (i.e. TLMin, TLOpt1, TLOpt2 and TLMax) and plant respiration 356 

(MCoefLeaf, MCoefRoot, ResptemQ10 and rOptimum). The parameters governing the litterfall rates of leaf and root 357 

(i.e. LeafRate and RootRate) showed a similar constraint in all the three model ensembles. In the process of soil 358 

decomposition, the model ensembles displayed distinguished patterns for all the parameters, for instance, the rate 359 

coefficient of humus (RateCoefHumus) suggested much lower and higher posterior means by DBME and LBME 360 

respectively. 361 

4. Discussions 362 

4.1 Model performance and parameter uncertainties  363 

Our model ensembles demonstrate the strength of describing the variability of C fluxes at diurnal, seasonal and 364 

long-term time scales. The wavelet analysis further supports that the model constrained using the time-integrated 365 

CO2 flux has effectively distinguished the model behaviour by matching the observational variance across discrete 366 

time windows. The multi-yearly mean of NEE for 2000-2014 represented by the model ensemble means ranges from 367 

-9.8 ±  10.4 g C m-2 of DBME to -0.1 ± 10.5 g C m-2 yr-1 of LBME, which are higher than the growing season NEE 368 

measurements reported by previous studies for the same site (e.g. -12.4 ± 8.7 g C m-2 yr-1 for the period of 1997 and 369 

2000-2003 by Grøndahl et al. (2007) and -20.6 ± 11 g C m-2 yr-1 for 2000-2014 by Lund et al. (2012)). The large 370 

year-to-year variability of NEE cannot distinguish the ecosystem as a significant C sink or source, and the 371 

uncertainties of ensemble runs can even further enlarge the year-to-year variability of NEE. Many other modelling 372 

studies (e.g. McGuire et al. (2012); Fisher et al. (2014); Zhang et al. (2013a)) also showed that the process-based 373 

models have simulated the present-day tundra as a week C sink, but most of these models have only been calibrated 374 

by the growing season NEE measurements. Lund et al. (2012) used a light response curve model to estimate GPP by 375 

Page 11 of 34

Biogeosciences Discuss., https://doi.org/10.5194/bg-2017-382
Manuscript under review for journal Biogeosciences
Discussion started: 29 September 2017
c© Author(s) 2017. CC BY 4.0 License.



subtracting the daytime respiration. Their growing season GPP and ER for 2000-2010 were -78.6 ± 13.7 g C m-2 yr-1 376 

and -57.9 ± 11.4 g C m-2 yr-1 respectively. In contrast, this study is based on a process-oriented model to estimate the 377 

yearly budget of NEE. For other sites in pan-Arctic, the year-round measurements in Svalbard and Alaska all 378 

indicate that the current tundra ecosystem is now in the transition from a C sink to a C source (e.g. Oechel et al., 379 

2014; Lüers et al., 2014 and Euskirchen et al., 2016). Particularly, Ecskirchen et al. (2016) reported a C. tetragona 380 

heath ecosystem in the Alaskan Arctic tundra had a yearly NEE around 20 g C m-2 for 2014-2015, which was largely 381 

affected by the freezing time of active layers. In our study, LBME showed a larger tendency for ecosystems to 382 

become a C source by suggesting a higher amplitude for the diurnal CO2 flux and a higher rate of humus 383 

decomposition. This implies that a faster C cycling, a higher rate of CO2 release associated with the old C 384 

decomposition rate and the thawing depth can be possible drivers for the ecosystem sink-source transition.  385 

The model-measurement residuals appearing at the same time scale across all the model ensembles imply that the 386 

model may need more measurement variables as additional constraints or examine the model structure or 387 

parameterization. For instance, to address the bias in the diurnal cycle, the sub-daily soil temperatures should be 388 

included in the calibration. For the diurnal NEE, we found a negative bias occurred at noon and a positive bias 389 

occurred in the evening. Both biases are likely associated with the absorbed light in the early spring and mid-390 

summer (Fig. S1). In the model, the simulated leaf area and snow coverage are important factors to estimate the 391 

absorbed light correctly. In the seasonal cycle, the negative bias in the early growing seasons can be attributed to the 392 

earlier photosynthesis occurring in the model (Fig. S2). Some studies (e.g. Mäkelä et al., 2004; Mellander et al., 393 

2008; Wu et al., 2012b) showed that boreal ecosystems may encounter the effects of thermal acclimation for 394 

photosynthesis in the early spring, which can delay the start of the photosynthesis. Soil moistures should be an 395 

additional constrain for the growing season GPP and ER, because the freezing and thawing of active layers is highly 396 

dependent on the soil moisture. To address the bias of NEE occurring in the long-term time scale, the biophysical 397 

properties of plants should be included as the model calibration variables or the model drivers.   398 

The behaviour model ensembles showed different emphasis on the specific processes which affect the performance 399 

of the model to simulate measurement variables, but the plant growth processes were the common processes having 400 

more sensitive parameters than other processes in all the ensemble runs. The posterior uncertainties of many 401 

parameters were substantially reduced, and some of them show the distinguished patterns in the three model 402 

ensembles. The exponential coefficient in the Q10 equation for plant respiration were suggested a higher value range 403 

(2.75-3.5) than the default value (0.5 -1.75). The default value was often applied to the boreal forests, which had 404 

warmer ambient temperature. Higher Q10 indicates the temperature sensitivities is lower in the lower temperature but 405 

higher in the warm temperature (i.e. 20 °C) in our study. All the model ensembles suggested a lower temperature as 406 

the cold threshold for temperature response of soil respiration, indicating a convergence of temperature sensitivity. 407 

Further, there may have some equifinalities for the posterior parameters, which allow different parameter sets to 408 

provide equal efficiency to describe the system, and suggest right estimates because of wrong reasons. This issue 409 

can be addressed by adding more independent data to constrain the model (William et al., 2009; Carvalhais et al., 410 

2010).  411 
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4.2 Important drivers for the diurnal, seasonal and long-term behaviours of ecosystem CO2 exchange in high 412 

Arctic tundra 413 

To elucidate important divers for the temporal behaviours of ecosystem CO2 exchange, we presented the diagnostic 414 

variables (i.e. the response anomaly) to indicate how photosynthesis and ER are regulated by their responses to air 415 

temperature and water stress, absorbed radiation and responses of litter and humus decomposition varying at the 416 

daily, seasonal and long-term time scales. The responses of litter and humus decomposition have accounted for 417 

depth-specific soil temperature, soil moisture and substrate concentration. The largest diurnal deviation in the 418 

absorbed radiation was found highest at noon but lowest at night (Fig. 9). The temperature response showed positive 419 

anomaly in the daytime with a larger portion in the afternoon. The response of humus and litter respiration occurred 420 

mostly in the afternoon, whereas soil moisture response was much lower in the daytime than night-time. For the 421 

seasonal profile, the highest temperature response occurred in the mid-growing season, and the absorbed radiation 422 

started earlier in conjunction with the snowmelt period. The humus and litter respiration also had a higher responses 423 

in the mid-summer but humus respiration response seemed to have a little delayed than litter response, possibly 424 

because of the delayed response of deeper soil horizons where old carbon has a larger proportion. The soil moisture 425 

response decreased in the growing season, and a larger decrease was seen in autumn. For the long-term scale, the 426 

response of litter respiration and soil moisture seem to level off for the entire period, while the humus respiration 427 

response had a little reduction in the last few years. The year-to-year variation of litter and humus respiration 428 

response is largely in line with the tendency of temperature response. The absorbed radiation and temperature 429 

response showed a large increase before 2008 and level off for the rest the period. The absorbed radiation to some 430 

extent reflected the biological properties response. For instance, the surface albedo has a high decrease in the first 431 

half period than the second half period because of changes in vegetation cover. Note that all the above-mentioned 432 

responses were quantified by the corresponding time scale behaviour model ensemble means.  433 

4.3 Implication for both modelling and measurements 434 

Our study demonstrates a clear trade-off when the model is tuned to capture both the short- and long-term patterns in 435 

ecosystem CO2 exchange. This agrees the previous findings that environmental and biotic factors might represent 436 

different roles in explaining fluctuations in CO2 fluxes across time scales (Richardson et al. 2007; Wu et al., 2012a; 437 

Wu et al., 2017). However, as we have not validated the model with any observation that reflects seasonal and inter-438 

annual variabilities of biological responses, for instance, canopy cover or LAI, we cannot conclude that the large 439 

bias in the total cumulative CO2 fluxes in DBME is attributed to uncertainties in model parameterization or model 440 

structure deficiency. The former uncertainties can be addressed by using observations to prescribe the dynamics of 441 

parameters, (e.g. LAI). The latter uncertainties can be addressed by including processes which describe a more 442 

appropriate seasonal pattern of ecosystem dynamics. For instance, the overestimated C uptake appeared frequently 443 

in spring for several years. This implies that the model may have to account for thermal acclimation effects of 444 

photosynthesis to explain the delay of C uptake. LBME suggests a more precise description of long-term behavior of 445 

CO2 fluxes by estimating a faster turnover rate of soil C pool. This also highlights that to quantify the turnover rate 446 

of soil C is crucial to project the long-term trend of ecosystem CO2 exchange.   447 
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The high frequency of measurements used in this study allows the process-oriented model to identify the main 448 

drivers for variation of C fluxes across the wide range of time scales and to quantify the year-around C budget. The 449 

process-oriented modelling with a strong emphasis on the balance of energy, water and carbon at a high resolution 450 

for soil profile and temporal evolution has demonstrated the efficiency in process representation and the challenges 451 

of capturing both short-term and long-term CO2 variation. The non-growing season respiration and the burst events 452 

of CO2 efflux in spring in relation to seasonal and future climate trends calls for the extension of monitoring 453 

campaign to cover the entire non-growing-seasons. Moreover, it is important to investigate to which extent the early 454 

spring burst originates from the winter CO2 production and the partition of soil CO2 production from the 455 

decomposition of labile C storage and old C storage located at the near-surface horizon. To compromise the 456 

uncertainties of winter precipitation, snow properties like snow cover extent and snow water equivalent are of high 457 

interest in that they determine soil temperature and moisture conditions for the non-growing season respiration to 458 

regulate the current transition of NEE. Further studies are needed to investigate plant growth (i.e. photosynthesis and 459 

respiration) in the subnivean microclimate.  460 

5. Conclusions 461 

This study demonstrates that three behaviour model ensembles constrained by the time-integrated CO2 fluxes using 462 

the Monte-Carlo runs were able to describe the variation of 15 years of eddy covariance NEE measurements for a 463 

high Arctic heath ecosystem on a daily, seasonal and long-term basis. The inter-annual variation of NEE showed a 464 

trend from the ecosystem being a C sink to a C neutral balance for all the three behaviour model ensembles. The 465 

long-term behaviour model ensemble simulated a more intensified diurnal C cycle than the short-term behaviour 466 

model ensemble. The intensified C cycle was mainly attributed to a faster depletion of soil C pools and higher 467 

amplitude of diurnal CO2 variation. The correlations of posterior parameters and R2 reflected that parameters in the 468 

processes of soil water and heat and snow dynamic regulated the short-term behaviour of CO2 fluxes, while 469 

parameters in soil decomposition processes regulated the long-term behaviour of CO2 fluxes. Our results suggest 470 

that using the time-integrated CO2 fluxes as model constraints can be a good diagnostic approach to evaluate how 471 

the performance of the model is appropriate for different time scales of processes and if there is any transition in 472 

ecosystem processes the model misrepresents. However, more efforts in quantifying models’ uncertainties and more 473 

independent measurements are still needed to further improve our understanding the key drivers of high Arctic 474 

ecosystems C dynamics associated with substantial changes observed in the environmental conditions.  475 
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 681 

Figure 1. Physical/physiological controls and biological responses operated at different temporal (x axis) and ecosystem-682 
level (y axis) scale by process-based ecosystem models.  683 
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 690 

Figure 2. Variance of Maximum Overlap Discrete Wavelet Transform for net ecosystem exchange of the measurements 691 
(black) and model ensembles means - DBME (red), SBME (green) and LBME (blue). DBME, SBME and LBME refer to 692 
the diurnal, seasonal and long-term behaviour model ensemble respectively.  693 

 694 

  695 
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 696 

Figure 3. (a) The number of runs in mean errors (ME) of NEE flux (g C m-2). (b) Cumulative distribution of frequency 697 
(CDF) in root mean square errors (RMSE, g C m-2) for the daily-integrated NEE flux. (c) CDF in RMSE (g C m-2) for the 698 
yearly-integrated NEE flux. (d) CDF in RMSE (g C m-2) for the entire period-integrated NEE flux. The colour type 699 
denotes the prior runs (black), the diurnal behaviour model ensemble (DBME, red), the seasonal behaviour model 700 
ensemble (SBME, green) and the long-term behaviour model ensemble (LBME, blue). 701 
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 703 

Figure 4. The coefficient of determination for linear regression (R2) and mean errors (MR) for the behaviour model 704 
ensembles in simulating the measurement variables: net ecosystem exchange (NEE, g m-2 d-1), soil temperature for the 705 
surface and the depth of 0.6 and 1.3 m (ST0m, ST0.6m and ST1.3m, °C), soil water content at the depth of 0.1 m and 0.3 m 706 
(SW0.1m and SW0.3m, %), snow depth (SD, m), net radiation flux (Rnet, J m-2 d-1), latent heat flux (LHF, J m-2 d-1), sensible 707 
heat flux (SHF, J m-2 d-1), net ecosystem exchange for July to October (NEEJul-Oct, g m-2 d-1) and net ecosystem exchange 708 
for October (NEEOct, g m-2 d-1). The behaviour models are constrained using (a) the daily-integrated NEE (DBME), (b) 709 
the yearly-integrated NEE (SBME) and (c) the entire period-integrated NEE (LBME). The error bar indicates the range 710 
of maximum and minimum values of R2/MR for the behaviour ensembles. Note that the range of MR for the variables of 711 
NEE, Rnet, LHF, SHF, NEEJul-Oct and NEEOct has been scaled to [-10, 10], so their original ranges can be attained by 712 
multiplying the factors 1 × 10-2, 1 × 105, 1 × 105, 1 × 106, 1 × 10-2 and 1 × 10-2 respectively. 713 
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 715 

Figure 5. The residuals (g C m-2) between each model ensemble mean and measurements for the period 2000-2014. The 716 
model ensembles are DBME – the diurnal behaviour model ensemble (red), SBME – the seasonal behaviour model 717 
ensemble (green) and LBME – the long-term behaviour model ensemble (blue). (a) Hourly mean residuals (g C m-2). (b) 718 
Daily mean residuals (g C m-2). (c) Total cumulated residuals (g C m-2).  719 
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 721 

Figure 6. The annual mean C flux (a) and yearly cumulated C flux (b) for three model ensembles. The model ensembles 722 
are the diurnal behaviour model ensemble (DBME, red), the seasonal behaviour model ensemble (SBME, green) and the 723 
long-term behaviour model ensemble (LBME, blue). 724 
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 726 

Figure 7. Count of parameters with Pearson correlation coefficient (r> 0.3 or r< -0.3) against model performance with 727 
coefficient of determination (R2) in measurement variables (i.e. surface temperature (ST0m), soil temperature at the depth 728 
of 0.6m (ST0.6m), soil temperature at the depth of 1.3 m (ST1.3m), soil water content at the depth of 0.1 m (SW0.1m), soil 729 
water content at the depth of 0.3 m (SW0.3m), Snow depth (SD), net radiation flux (Rnet), latent heat flux (LHF), sensible 730 
heat flux (SHF), NEE flux for the entire measurement period (NEE), NEE flux for July-October (NEEJ-O), NEE flux for 731 
October (NEEOct)). 732 
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 734 

Figure 8. Cumulative distribution frequency (CDF) of all the sampled parameters in the prior runs (black) and posterior 735 
runs (the diurnal behaviour model ensemble - red, the seasonal behaviour model ensemble - green and the long-term 736 
behaviour model ensemble - blue). The definition of the parameters is given in Table S1. These parameters regulate the 737 
processes of snow dynamics (SD), soil heat and soil water transfer (SH & SW), plant growth (PG) and soil decomposition 738 
(SDE).  739 
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 741 
Figure 9. The normalized anomalies of ecosystem responses to total photosynthesis and ecosystem respiration at the 742 
diurnal (only accounting for the growing season, May-Oct.), seasonal and inter-annual scales. Ecosystem responses shown 743 
here are the air temperature response of total photosynthesis (T – red), the water stress response of total photosynthesis 744 
(W – blue), the absorbed radiation (R – cyan), the soil litter respiration response (L – green) and the soil humus 745 
respiration response (H – black).  746 
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Table 1. Site characteristics of Cassiope tetragona heath tundra ecosystem at Zackenberg.  748 

 Zackenberg References 

Climate characteristics 

Air Temperature (annual) (°C) & linear trend (°C yr-1) -9.19 & 0.06 for 1996-2014 GEM database1 

Air Temperature (JJA) (°C) & linear trend (°C yr-1) -4.65 & 0.09 for 1996-2014 GEM database 

Air Temperature (DJF) (°C) & linear trend (°C yr-1) -19.07 & 0.15 for 1996-2014 GEM database 

Precipitation (annual) (mm) & linear trend (mm yr-1) 219 & 4 for 1996-2014 GEM database 

Snow depth (max.) (m) & linear trend (cm yr-1) 78 & -1.9 for 1997-2014 GEM database 

Plant characteristics 

Woody species (degree of cover):   

Cassiope Tetragona 53% Bay 1998 

Salix Arctica  3% Bay 1998 

Dryas <1% Bay 1998 

Total of herbs <1% Bay 1998 

Total of mosses 8% Bay 1998 

Total of lichens 3% Bay 1998 

Life-span of leaves (yr) 3 - 10 Molau 1997 

Averaged shrub height (cm) 5 - 10 
Elberling et al., 2008; 

Campioli et al., 2012 

Leaf area index (m2 leaves m-2 ground) 0.4 - 0.5 Campioli et al., 2009 

Albedo (-) 

summer 

winter 

0.15 - 0.8 Hanssen et al., 2008 

Leaf biomass (g m-2) 95a or 60b 

aElberling et al., 2008; 

bArndal et al., 2009 

Stem biomass (g m-2) 518a or 400b 

Root biomass (g m-2) 250a g m-2 

Moss biomass (g m-2) 235a or 120b g m-2 

Leaf nitrogen (g m-2) 1 g m-2 Arndal et al., 2009 

Above-ground C:N ratio (-) 60 Elberling et al., 2008 

Soil characteristics 

Soil type  Typic Psammoturbels Elberling&Jakobsen, 2000 

Soil bulk density (g cm-3) 0.8-1.6 Elberling et al., 2004 

Water saturation at 0-5 cm (%) 60-80 Elberling et al., 2004 

Soil pH  5.0-7.2 Elberling et al., 2004 

Soil carbon content at 0-20 cm / 0-50 cm (kg C m-2) 6.3 (± 3.0) / 8.5 (± 2.6) Elberling et al., 2004 

Soil C:N ratio (-) at 0-5 cm/ 17-22 cm/ > 22 cm 16.2/17.3/20.4 Elberling et al., 2004 

NO3-N (ppm) at 5 cm/10 cm/30 cm 0.9/0.4/2.0 Elberling et al., 2004 

NH4-N (ppb) at 5 cm/10 cm/30 cm 15.8/11.7/11.7 Elberling et al., 2004 

1Greenland Ecosystem Monitoring Database, http://data.g-e-m.dk/  749 
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Table 3. The acceptance criteria used to constrain a 19,000 Monte-Carlo multi-run for three behaviour model ensembles.  

Ensemble Variables 

Root mean square error (g C m-2) 

2

1

1
(Model )

n

i ii
Obs

n 
  

Mean Error (g C m-2) 

1

1
(Model )

n

i ii
Obs

n 
  

No. of 

accepted 

runs 

DBME Daily cumulative NEE <= 0.24 (-0.04, 0.04) 34 

SBME Yearly cumulative NEE <=7.16 (-0.02, 0.02) 31 

LBME Long-term cumulative NEE <=15.07 (-0.008, 0.008) 29 
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Table 4. The mean C budget simulated by the three model behaviour ensembles (DBME – diurnal behaviour model ensemble, 

SBME – seasonal behaviour model ensemble and LBME – long-term behaviour model ensemble). The bold type indicates the slope 

of linear trend with p < 0.05. 

 

DBME (2000-2014) SBME (2000-2014) LBME (2000-2014) 

mean 

(g C m-2 yr-1) 

slope of linear 

trend 

mean 

(g C m-2 yr-1) 

slope of linear 

trend 

mean 

(g C m-2 yr-1) 

slope of 

linear trend 

NEE -9.8 ± 10.4 -1.83 -4.1·± 8.9 -0.83 -0.1± 10.5 -0.62 

GPP -59.4 ± 16.1 -2.76 -79.9 ± 15.7 -1.26 -99.5 ± 19 0.79 

ER 49.6 ± 6.4 0.93 75.8 ± 8.3 0.44 99.7 ± 9.8 0.16 

Rsoil 41.3 ± 4.4 0.48 63.6 ± 6.5 0.14 84.5 ± 7.6 -0.12 

Rplant 24.4 ± 6.8 1.28 22.5 ± 4.3 0.55 27.1 ± 4.9 0.44 

Rroot 16.2 ± 4.5 0.84 10.4 ± 2 0.25 11.9 ± 2.1 0.16 

Rlitter 24.8 ± 8.6 0.07 35.5 ± 3.6 0 44.4 ± 3.7 -0.01 

Rhumus 8.6 ± 0.7 0.02 17.7 ± 1.7 -0.11 28.2 ± 2.6 -0.27 

Litterfallleaves&stem 12.6 ± 3.1 0.69 22 ± 4.5 0.99 28.2 ± 5.9 1.29 

Litterfallroot 15 ± 3.3 0.74 19.4 ± 4.4 0.95 24.3 ± 5 1.07 

Humusform 4.8 ± 0.4 0.03 6.9 ± 0.7 0.02 8.8 ± 0.8 0.02 

Cleaf 145.9 ± 47.9 10.67 209.8 ± 49.5 10.95 262.9 ± 58.5 12.86 

Cstem 362.7 ± 6.2 -1.37 390.7 ± 0.7 0.02 398.9 ± 4.4 0.96 

Croot 94.6 ± 26.4 5.86 112.9 ± 23.6 5.07 155.6 ± 29.5 6.31 

Cmoss 163.3 ± 47.6 10.62 126.4 ± 26.9 5.96 136.4 ± 23.3 5.11 

Clitter 1157.7 ± 18.3 -2.06 985.4 ± 18.9 -0.37 789.5 ± 21.6 0.07 

Chumus 9113.3 ± 17.2 -3.84 8958.5 ± 49.7 -11.11 8762.2 ± 88.3 -19.75 

Csom 10271.1 ± 30.8 -5.91 9943.9 ± 55.1 -11.49 9551.7 ± 91.2 -19.67 
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