Answer to referee #1:

We thank referee #1 for taking the time to review our manuscript and for his/her valuable comments
and suggestions that have significantly improved the quality of our manuscript.

Below, we include our detailed answers to all comments and questions.

Answers to general comments (GC):

General Comment #1:

Non-grazing mortality — It is not explicitly discussed in the paper as to what the authors consider this
to be. Viral lysis is seen as a major mortality pathway for coccolithophore (bloom) communities and
So is this what the authors mean by this terminology? How is it parameterised and does it fairly
represent viral mortality or (e.g.) programmed cell death? Not representing (or discussing) such a
major mortality pathway seems like a limitation of the study, but a necessary limitation due to the
uncertainties around viral mortality dynamics and its role in the Southern Ocean. The authors should
include viral mortality in their discussion over model limitations, as well as directions for future field
observations.

Answer to GC1:

We thank reviewer for this important comment. While not explicitly stated in the original version of
the manuscript, BEC implicitly accounts for the effect of viral lysis in the non-grazing mortality term
for its phytoplankton functional types (see Eq. B14 in the original manuscript). According to Moore et
al. (2002) “this term [non-grazing mortality] would include losses due to viral lysis [...], as well as
internal respiration/degradation, and excretion.” In BEC, the non-grazing mortality rate of
phytoplankton scales linearly with their production, i.e. a constant fraction of photosynthetic
production is immediately lost due to this term at every time step of integration. We acknowledge that
BEC does not represent non-linear increases in losses due to viral lysis towards the end of
coccolithophore blooms as suggested in the literature based on observational evidence (see e.g.
Lehahn et al., 2014, Evans et al., 2007, Brussard et al., 2004). To better constrain model
simulations, future observational studies should investigate whether viral lysis is as important for the
termination of coccolithophore blooms in the Southern Ocean, as it has been shown to be e.g. in the
North Atlantic (L.ehahn et al., 2014). To the best of our knowledge, there are only two studies from
the Southern Ocean assessing the relative importance of viral lysis and grazing by zooplankton as
sinks for phytoplankton biomass, and both point to a minor importance of viral lysis in this ocean
region (Evans et al., 2012, Brussard et al., 2008), but unfortunately, none of these studies explicitly
assessed their importance for coccolithophore biomass dynamics.

We agree with the reviewer that this process should be included in the discussion of limitations of our
study, and we have changed section 5.4 to include the following sentences:

“While the importance of viral lysis has been shown for the termination of coccolithophore blooms in
the North Atlantic (e.g. Lehahn et al., 2014, Evans et al., 2007, Brussaard et al., 2004), to the best of
our knowledge, there are only two studies from the SO assessing the relative importance of viral lysis
and grazing by zooplankton as sinks for phytoplankton biomass, and both point to a minor importance
of viral lysis in this ocean region (Evans and Brussaard, 2012; Brussaard et al., 2008). However, none
of these studies explicitly assessed the importance for coccolithophore biomass dynamics, which
should be investigated in future observational studies.”



General Comment #2:

Importance of bottom-up and top-down controls — The conclusion that both types of controls need to
be considered when examining phytoplankton (and coccolithophore) population dynamics and
biogeography is very important point to be made. However, the statement is not limited to the
Southern Ocean and is relevant across the full bio- geographical range of coccolithophores.

Answer to GC2:

We agree with the reviewer that our conclusion that both bottom-up and top-down factors are
important when assessing phytoplankton dynamics in general (or diatom and coccolithophore
dynamics in particular) is not per-se restricted to the Southern Ocean, but the relative importance of
both controls may be regionally varying, an effect which we cannot assess with our Southern Ocean
model setup. We thank the reviewer for this comment and include a statement along these lines in the
conclusion section:

“Top-down factors are important regulators of phytoplankton biomass dynamics not only in the SO,
but globally (Behrenfeld, 2014). Being restricted to the SO by the regional model setup used here,
future work with global models should better quantify regional variability in the relative importance of
bottom-up and top-down factors in controlling phytoplankton biogeography.”

General Comment #3:

Coccolithophores/Emiliania huxleyi — Do the authors consider they have parameterised their model to
describe the whole coccolithophore community, or rather that they are limited to E. huxleyi dynamics
in the Southern Ocean? For this region it is relatively simple as E. huxleyi dominates (to almost
monospecific levels depending on latitude). Within the authors recognised limitations, discussion of
this point should be considered, especially if there are aspirations to expand such modelling efforts to
low- latitude highly-diverse coccolithophore communities.

Related to this point, the 400% overestimation of coccolithophore biomass (Pg 19, Lns 25-26) applies
to the whole coccolithophore diversity, and in diverse communities would indeed lead to significant
issues, however in the E. huxleyi dominated Southern Ocean such issues are far less extreme. There
are also numerous estimates of E. huxleyi cell biomass (and even B/C biomass), which are in
agreement (and don’t vary by 400%,).

Answer to GC3:

Thank you for this comment. We focused our literature research on E. huxleyi literature - the by far
most dominant coccolithophore species in our model domain (e.g. Saavedra-Pellitero et al., 2014).
Parameter values require adjustment when expanding any regional modelling effort to the global scale,
as different coccolithophores show a wide range of growth and calcification rates and environmental
dependencies (see recent review by Krumhardt et al, 2017). With regard to the biomass validation,
we have clarified a few points in the manuscript to address the reviewer’s comment: We are not, as
suggested by the reviewer, overestimating coccolithophore biomass by 400%. This is the uncertainty
range (conversion error) obtained when converting cell count observations to carbon biomass, given
reported size ranges for E. huxleyi (O’Brien et al., 2013). Our model estimates of coccolithophore
biomass are within this uncertainty of the biomass observations (see updated Fig. 1d in the manuscript,
Fig. R1 below). As stated correctly by the reviewer, the uncertainty is indeed smaller for almost
mono-specific coccolithophore communities as present in the Southern Ocean as compared to more
diverse communities including a larger size range than E. huxleyi alone (see Fig 8b in O’Brien et al.,
2013).

We have clarified the description of the conversion from cell counts observations to biomass
estimates, as well as the calculation of the uncertainty range in the supplementary material in section
S1 as follows:

“Based on available information in the literature, each species is first assigned an idealized shape (e.g.
sphere for E. huxleyi), as well as a mean size (e.g. mean coccosphere diameter for E. huxleyi).



Assuming the cytoplasm diameter to be 60% of the coccosphere diameter, we then calculate the mean
biovolume of each cell. To get estimates of carbon biomass for each cell, the biovolume is ultimately
multiplied with the specific carbon conversion factors from Menden-Deuer and Lessard (2000). The
uncertainty range of this conversion is obtained by repeating the conversion using the minimum and
maximum reported diameter for each species, respectively, and reporting the uncertainty range in
percent of the mean biomass estimate. “
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Figure R1: Modified version of panel 1d &f in the manuscript with standard deviation of observations
added as the grey bars to illustrate variability. We have included this version of the panels in the
revised manuscript.

Answers to specific comments (SC):

SC1: Pg 1, Ln 16: Please specify ‘Ocean Acidification’ rather than just ‘acidification’.
Thank you, corrected as suggested.

SC2: Pg 1, Ln 22: It is not just the ratio of calcifying to silicifying phytoplankton that is crucial to
consider, it is the ratio of calcifying to non-calcifying (organic only) phytoplankton.
Thank you, corrected as suggested.

SC3: Pg 2, Lns 4-5: It should be recognised that all these references are model based estimates rather
than field estimates, and also take varying ways to parameterise coccolithophore production. See also
pg 19, In 21 — here it should also be recognised that these low estimates of coccolithophore NPP are
derived from model studies with diverse parameterisations of coccolithophore calcification.

Thank you, we have clarified this part of the introduction. It now reads:

“In comparison, coccolithophores contribute less to biomass (<0.04-6%, Buitenhuis et al., 2013b) and
to global NPP (0.4-17%, model-derived estimates using a variety of coccolithophore parametrizations,
see O’Brien, 2015; Jin et al., 2006; Moore et al., 2004; Gregg and Casey, 2007a). “

SC4: Pg 2, Lns 10-11: Cell densities of 2.4 x 103 cells mL-1 have to be for the Patagonian Shelf
bloom and are really (really) high whilst cell densities elsewhere in the Atlantic sector of the SO are
much (much) lower. The authors should make it clear that these high numbers are from bloom waters.
Thank you for pointing this out. We have modified this part of the manuscript accordingly in the
introduction:

“In-situ observations confirmed coccolithophore abundances of up to 2.4 103 cells mI™ ! in the

Atlantic sector (blooms on the Patagonian Shelf), up to 3.8- 102 cells mI™! in the Indian sector (Balch



et al., 2016) and up to 5.4- 102 cells mI~ ! in the Pacific sector of the SO (Cubillos et al., 2007) with
Emiliania huxleyi being the dominant species (Balch et al., 2016; Saavedra-Pellitero et al., 2014).

SCS5: Pg 3, Ln 14: Please make clear that zooplankton grazing includes both micro- and macro-
zooplankton (rather than just the latter).
Thank you, we have clarified this as suggested.

SCé6: Pg 4, Lns 6-7: ‘Coccolithophores grow well at high light intensities and at a range of different
temperatures, but have been shown to be light-inhibited at low light levels’ — does this statement fit
coccolithophores as a group or just E. huxleyi?

To the best of our knowledge, the only studies assessing this effect were conducted with E.huxleyi
(see Zondervan et al., 2007, and references therein). We note, however, that the inhibition threshold
of 1 W m™ is likely of very minor importance for the simulated coccolithophore biogeography, as it
represents a very low light level that is not attained in the surface layers during the growing months.

SC7: Pg 5, Ln 19: What is the justification (reference) for using such extremely low carbon to
chlorophyll ratios (3 to 5)? These lead to extremely chlorophyll-rich phytoplankton cells whereas
ratios are typically 10 to 20 times higher. Are these based on Southern Ocean studies?

We thank the reviewer for pointing out that we use rather uncommon units in the original manuscript,
which may have led to the confusion with regard to the reported carbon-to-chlorphyll values. In fact,
we initialize with carbon-to-chlorophyll ratios of 3 and 5 mmol C / mg chl for diatoms and all other
phytoplankton types, respectively, admittedly a unit rather uncommon when it comes to reporting
carbon-to-chlorophyll ratios in phytoplankton (see e.g. Thomalla et al., 2017). These numbers
correspond to 36 and 60 mg C / mg chl, respectively, which is in close agreement with the range of
ratios suggested by the reviewer and in the literature (Sathyendranath et al., 2009, Thomalla et al.,
2017). We have changed the respective line in section 2.2 of the manuscript to report the ratios in mg
C/mg chl, have specified units more clearly, and have added a reference to justify the higher carbon-
to-chlorophyll ratio of diatoms compared to the other phytoplankton types (Sathyendranath et al.,
2009). It now reads:

“Phytoplankton carbon biomass fields are then derived using a constant carbon-to-chlorophyll ratio of

36 mg C (mg chl)_1 for diatoms and 60 mg C (mg chl)_1 for all other PFTs (Sathyendranath et al.,
2009).”

Figure 2: Colours seem to have changed on panel (a) — blue looks olive green and grey looks to be
light green?

Unfortunately, we cannot identify issues with the color scale in Figure 2 in the published version of
the manuscript, and are thus unable to track the origin of this comment.

SCS8: Pg 14, Ln 4: extra ‘a’ in this sentence.
Thank you for pointing out this typo. We deleted the extra “a”.

SC9: Pg 20, Ln 30: A key statement — ‘coccolithophores appear to be of minor importance for global
oceanic organic carbon fixation’. Many in situ studies agree with such small contributions to
phytoplankton biomass or primary production in the Southern Ocean (including those already cited in
the paper: Smith et al., 2017; Charalampopoulou et al., 2016, Poulton et al., 2013, Hinz et al., 2012).
Thanks for this comment. We have modified this sentence accordingly, and it now states:

“Contributing only a few percent to global NPP, coccolithophores appear to be of minor importance
for global oceanic organic carbon fixation, in agreement with previous observational studies form the
SO (Smith et al., 2017; Charalampopoulou et al., 2016; Poulton et al., 2013; Hinz et al., 2012). “

SC10: Pg 24, Lns 22: ‘Based on our findings, future SO in-situ studies should consider both bottom-
up and top-down factors when assessing coccolithophore biogeography in space and time’. This
statement should not be limited to just the Southern Ocean.



Please see answer to GC2 above.

SC11: Pg 25, Lns 19 and 22-23: As well as multiple trophic levels (and trophic cascades), what about
non-grazing mortality (i.e. viral mortality?). This is not discussed any- where in the paper and the
omission of viral driven population dynamics needs to be addressed in the limitations.

Please see answer to GC1 above.
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Answer to referee #2:

We thank Dr. Sergio Vallina for taking the time to review our manuscript in extraordinary depth and
detail and for his comments and suggestions. We have conducted major revisions of the originally
submitted manuscript in response to the majority of the comments: We have carefully revised all text
in order to clarify the structure of our model, the rationale behind chosen parametrizations and
parameters, the choice and setup of the sensitivity simulations, the presentation of our analysis
framework, as well as the interpretation of results. While we agree with many of the issues raised by
the reviewer, we beg to differ in a few areas. In particular, we came to the conclusion that
misunderstandings of our results occurred. Furthermore, we added three figures to the supplementary
material to visualize chosen parametrizations with respect to phytoplankton growth and grazing, as
well as simulated total chlorophyll seasonality and phytoplankton carbon-to-chlorophyll ratios.

All comments have helped to enormously improve the quality of our manuscript. Below, we include
our detailed answers to all comments/questions.

Answers to general comments (GC):

General Comment #1:

Specifically the authors call i) "relative growth rate” what in reality is a "relative growth limitation"
term, which is not the same thing, and ii) "relative grazing rate" what in reality is a "relative
clearance rate", which is not the same thing either. Further, they make inferences on the relative effect
of bottom-up versus top-down effects based on comparing these two concepts (i and ii) while they are
not comparable -- basically because they have different units (before making the logl0 of their ratio
for coccos : diatoms). What they need to compare is log10(x/y) where x has units of days-1 for coccos
and y has units of days-1; BOTH for growth rate and grazing rate. At the moment for relative growth
they are using x and y using non dimensional units (n.d), and for the relative grazing they are using x
and y using clearance rate units (m3 * m-3 * d-1). To be consistent the growth limitation terms must
be multiplied by maximum growth rate (mupmax, d-1) and the grazing clearance rate must be
multiplied by zooplankton biomass (Z; mmol * m-3). This will make those processes (bottom-up vs.
top-down) comparable because they will have the same units (d-1) before making the ratio and taking
the logl0. The two major things the author will notice are: 1) the specific growth rate (d-1) of diatoms
is larger than coccos for most of the environmental conditions; only at very narrow window of small
nutrient concentration will coccos outcompete diatoms; 2) the specific grazing rate (d-1) on diatoms is
ALWAYS smaller than on coccos (for a constant zooplankton biomass).

Answer to GC1:

We thank the reviewer for pointing out that the units were not specified explicitly enough in the
methods section of our original manuscript, which must have caused certain misunderstandings with
regard to the equations used, and thus the interpretation of the results specified above.

We fully agree with the reviewer that for both the relative growth ratio and for the relative grazing
ratio, both numerator and denominator should be in [d']. We double-checked the units of the
equations as reported in the manuscript and find that the specific growth rates of coccolithophores and
diatoms (whose ratio we define as the relative growth ratio; Hashioka et al., 2013), as well as the
biomass-normalized specific grazing rates (ratio defined as the relative grazing ratio; Hashioka et al.,
2013) are indeed in d”' and not, as suggested by the reviewer, dimensionless for the relative growth
ratio and mol m™~ d' for the relative grazing rate:

The specific growth rates of coccolithophores and diatoms in Eq. 3 in the manuscript are in units of d”'
because pmax is in d”!, so that Eq. 4 takes the log ratio of d”'/d™".

The specific grazing rates in Eq. 5 are in units of mmol C m™ d”! because Z is in mmol C m™ and Yinax
is in d”'. Normalizing this term by phytoplankton biomass P [mmol C m™] in Eq. 6 results in the



calculation of the log ratio of a unitless quantity (d"/d"). Hence, we do show the relative growth ratio
(not the relative growth limitation), as well as the relative grazing ratio and apologize for the
confusion.

To clarify these units, we have changed section 3 in the manuscript by adding the units of each term
(highlighted in bold):

“In BEC, phytoplankton biomass pi (Jmmol C m3 ], i€ {C,D,SP,N}) is the balance of growth (ui)

and loss terms (grazing by zooplankton yg! , non-grazing mortality ym' and aggregation ya! , see
Appendix B for a full description of the model equations regarding phytoplankton growth and loss

terms): [...] w1th the specific phytoplankton growth u!d 1] being dependent on the maximum
growth rate pu!'max ([d™ 1] Table 1), temperature (fl(T) Eq. BS), nutrient availability (gl(N) Eq. BS;
nitrate, ammonium, phosphorus and iron for all PFTs, silicate for diatoms only) and light levels (hl(I),
Eq. B9; following the growth model by Geider et al. (1998)) : [...] The specific grazing rate ygi
[mmol C m3 d_I] of the generic zooplankton on the respective phytoplankton i is described by [...]
with Z being zooplankton biomass [mmol C m3 I, fZ(T) the temperature scaling unction (Eq.B13),
y max the maximum growth rate of zooplankton when feeding on phytoplankton i(d ] Tablel)
7!grz the respective half-saturation coefficient for ingestion (jmmol C m™ ], Table 1) and P the

phytoplankton biomass [mmol C m3 |, which was corrected for a loss threshold below which no
losses occur (Eq. B11).”

Additionally, we made the definition of the relative growth ratio clearer in section 3 by defining the
individual growth limitation ratios as Bx, which in sum give the relative growth ratio (see also answer
to SC39):

“The non-dimensional relative growth ratio urelij between two phytoplankton types i and j, e.g. diatoms
and coccolithophores, can then be defined as the ratio of their specific growth rates (Hashioka et al.,
2013):
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In this equation, the terms Bumax , 1, Pn, and Pr describe the log-transformed differences in the
maximum growth rate max, temperature limitation f(T), nutrient limitation g(N), and light limitation
h(I) between diatoms and coccolithophores, which in sum give the difference in the relative growth

ratio uDC

Furthermore, to avoid confusion, we no longer use the term “clearance rate” in the revised version of
the manuscript, but refer to the term gamma_j/P_j in Eq. 6 & 7 of the original manuscript as the
“biomass-normalized specific grazing rate” instead (see answer to SC18).

We have changed the respective part in section 3 to:

“To assess differences in biomass accumulation rates between different PFTs, we compute biomass-
normalized specific grazing rates c! [d_l] of phytoplankton i as the ratio of the specific grazing rate

and the respective phytoplankton’s biomass P:
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The higher this rate, the more difficult it is for a phytoplankton i to accumulate biomass.

Consequently, the non-dimensional relative grazing ratio yij of phytoplankton i and j, e.g. diatoms and
coccolithophores, is defined as (Hashioka et al., 2013):
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General Comment #2:

(1) I have performed myself an extensive analysis using MATLAB/OCTAVE of the niche properties of
these simulated phytoplankton taxa based on the model parameters provided. That is how I discovered
these and other conceptual errors, which may affect the discussion of the manuscript. For example,
the grazing equation eq(5) described in the text: GI = gmax * Z * P1 /(K + P1) is incorrect to
compute the grazing on P1. The correct equation should be G1 = gmax *Z *P1 /(K + Pl + P2) if
we assume that there are two prey (P1 + P2) available for grazing (e.g. diatoms and coccos). This
correction (adding P1 + P2 in the denominator of the grazing functional response) alters the results of
the "relative clearance rates" (C:D) and the coccos are always grazed faster than diatoms. Therefore,
given the parameter values provided by this model there is no surprise that diatoms will dominate
coccos by a factor of x10 almost everywhere and at anytime.

Answer to GC2:

(1) We sincerely thank the reviewer for investing a tremendous amount of time to perform the detailed
niche analysis and providing code and plots. These analyses have triggered much additional discussion
among the authors and developers of the current BEC version, which has substantially enhanced our
understanding of model behavior and model limitations.

We confirm that Eq. 5 is correctly reported in the originally submitted manuscript. From its early
stages, BEC has treated food sources independently in the grazing response, i.e. it computes the
zooplankton grazing rate on each phytoplankton PFT separately, without constraining total grazing by
total phytoplankton biomass (see e.g. Moore et al., 2002; Moore et al., 2004; Moore et al., 2013, see
also Sailley et al. 2013; Table 2 and Hashioka et al. 2013, Appendix B3).

In contrast to early applications with BEC (Moore et al., 2002; Moore et al., 2004), sometime prior to
2013, the grazing equation in BEC was changed from the previously published Holling type I11
function (Moore et al. 2002, 2004) to a Holling Type Il functional response for the ingestion term
(Matthew Long, personal communication), which is, however, not documented in the published
literature (e.g. Moore et al. 2013). The independent treatment of food sources in the grazing response
has however not been affected by the move from a Holling Type III to a Holling Type II function.

We agree that the grazing function currently used in global or regional applications of BEC is likely to
exert a large influence on the phytoplankton biogeography (e.g. Prowe et al. 2012, Vallina et al.
2014, etc.). The grazing response in models has been heavily debated in the literature (e.g. Gentleman
et al. 2003). Since grazing formulations vary strongly between models (Sailley et al. 2013), and are
prone to different advantages and limitations that this reviewer has pointed out multiple times in the
literature (Vallina and LeQuéré 2011; Vallina et al. 2014), we chose to remain consistent with the
current global and regional versions of BEC, and to interpret the functional response of our model
behavior in terms of phytoplankton biogeography and the relative importance of top-down and
bottom-up controls within this specific context.

Since the grazing formulation is of substantial importance for the behavior of any lower trophic level
ecosystem model (Prowe et al. 2012, Vallina et al. 2014, Le Quéré et al. 2016, but also earlier
papers by Sailley et al. (2013) and Hashioka et al. (2013) within the context of the MAREMIP
project), and since we share the concern of the reviewer that the currently used functional response has



some disadvantages in terms of its biological realism, we included the grazing tests to assess the
sensitivity of our results to the chosen grazing function as part of the sensitivity experiments in our
original manuscript (HOLLINGIII as well as ACTIVE SWITCHING in Table 2). In the revised
version of the manuscript, we have included a third grazing sensitivity experiment

(HOLLINGIL _SUM_P), in which we use a Holling type II ingestion function with the total
phytoplankton biomass in the denominator, thereby constraining total grazing by the total food
available.

We understand that we have not been sufficiently clear in the original version of the manuscript with
regard to this important aspect, and have addressed the comment in the following way in the revised
version of the paper:

In the introduction, we now state that the impact of different grazing formulations is ongoing research
amongst ecosystem modelers, and that Earth System models use a range of grazing formulations:

“In the SO, previous studies have shown zooplankton grazing to control total phytoplankton biomass
(Le Quér¢ et al., 2016), phytoplankton community composition (Scotia Weddell Sea, Granéli et al.,
1993) and ecosystem structure (Smetacek et al., 2004; DeBaar, 2005), suggesting that top-down
control might also be an important driver for the relative abundance of coccolithophores

and diatoms. But the role of zooplankton grazing in current Earth System models is not well
considered (Sailley et al., 2013; Hashioka et al., 2013), and the impact of different grazing
formulations on phytoplankton biogeography and diversity is subject to ongoing research (e.g. Prowe
et al., 2012; Vallina et al., 2014).”

In the methods section 2.1, we now highlight the switch from Holling Type III to Holling Type II in
the currently used BEC version:

“In BEC, phytoplankton are grazed by a single zooplankton PFT, comprising characteristics of both
micro- and macrozooplankton (Moore et al., 2002; Sailley et al., 2013). The single zooplankton PFT
grazes on all phytoplankton PFTs using a Holling type II ingestion function (Holling, 1959). This is in
contrast to earlier versions of BEC, which used a Holling type III ingestion function (see e.g. Moore et
al., 2002). While not explicitly stated in the published literature, the formulation was already changed
to a Holling type Il ingestion function in previous, more recent applications of BEC (Moore et al.,
2013, Matthew Long, pers. comm.).”

In addition, as pointed out above, we have added a third grazing sensitivity experiment to test the
impact of constraining total grazing by the total phytoplankton biomass in the denominator of the
Holling type II ingestion function. We have added this run to Table 2 and have adjusted the method
section 2.3 accordingly:

Grazing Run Name Description

12 HOLLING_IIT Instead of Eq. 5, use 7; = Yinax - £2(T) - Z- %
grz “grz .

13 ACTIVE_SWITCHING Instead of Eq. 5, use vk = Viax - £7(T) - Z- ﬁ . #

14 HOLLINGII_SUM_P Instead of Eq. 5, use 7} = viax - £(T) - Z- P

grz+23 1 P

“Third, we assess the sensitivity of the results to the chosen grazing formulation by performing three
additional simulations: We first replace the Holling type II ingestion term (Eq. 5) by a Holling
type III term (run 12, Holling, 1959). Thereby, the grazing pressure is decreased on prey in low
concentrations. We then assess the impact of constraining grazing on each phytoplankton PFT by total
phytoplankton biomass in the original Holling type II formulation (Eq. 5). To do so, we first scale the
grazing rate on phytoplankton i linearly with the PFT’s relative contribution to total phytoplankton
biomass (run 13), and ultimately constrain the grazing rate on phytoplankton i by total phytoplankton
biomass in the Holling type II ingestion function (run 14). [...]”



Furthermore, we now discuss the sensitivity of the model results to the choice of grazing function in
the discussion section 5.3:

“[...] The tight coupling between phytoplankton and the single zooplankton in BEC suggests a
possible overestimation of the importance of top-down control in controlling the relative importance
of coccolithophores in the SO, as compared to models with more zooplankton complexity.

Besides missing complexity by only including a single zooplankton PFT, the simulated biogeography
and controls of the diatom-coccolithophore competition are also sensitive to the chosen zooplankton
ingestion function. In ROMS-BEC, we found the effect of both a Holling type IIl and
constraining zooplankton grazing by the total phytoplankton biomass on our results to be similar
(run 12-14 in Table 2): The use of a Holling type III (HOLLINGIII) or an active prey switching
(ACTIVE_SWITCHING) grazing formulation, as well as a Holling type Il formulation constrained by
total phytoplankton biomass (HOLLINGII SUM_P), instead of our standard Holling type II grazing
formulation with fixed prey preferences leads to increased coexistence in the phytoplankton
community. This is because either of these changes reduces the grazing pressure on the less abundant
PFTs. As a result, coccolithophores and SP increase in relative biomass importance compared to
diatoms in all three sensitivity simulations (Fig. S9). At the same time, coccolithophore biomass is
pushed outside of the observed range for both sensitivity cases (Fig. S9), indicating a parameter
retuning to be necessary for a true comparison of drivers of coccolithophore biogeography across
simulations. Regardless, this highlights again the strong impact of top-down controls on phytoplankton
biogeography in ROMS-BEC.

The key role of zooplankton grazing for determining SO phytoplankton biomass (Le Quéré et al.,
2016; Painter et al., 2010; Garcia et al., 2008) and community composition (e.g. Smetacek et al., 2004;
Granéli et al., 1993; De Baar, 2005) has been demonstrated before, but its possible role for SO
coccolithophore biogeography has not yet been addressed. [...]”

We highlight in the caveats discussion section (section 5.4) that the grazing formulation remains one
of the largest uncertainties in BEC (and other global models), which rewards further research:

“Ecosystem models do not only vary in the number of zooplankton PFTs, but also in the chosen
grazing formulation (Sailley et al., 2013), e.g. in their functional response regarding the ingestion of
prey (e.g. Holling Type II vs. Holling Type III, Holling, 1959) or in the prey preferences of each
predator (variable or fixed). It has been shown previously in global models that the choice of the
grazing formulation impacts phytoplankton biogeography and diversity (e.g. Prowe et al., 2012;
Vallina et al., 2014). For ROMS-BEC, the chosen grazing formulation quantitatively impacts our
results, but does not qualitatively change the importance of top-down factors. This finding agrees with
previous modeling studies, which despite using different ecosystem complexity and grazing
formulations, came to the conclusion that top-down control is of vital importance for phytoplankton
biogeography and diversity (Sailley et al., 2013; Vallina et al., 2014; Prowe et al., 2012). However, we
acknowledge the simplicity of the current grazing formulation in BEC, and future research should
assess the impact of increased zooplankton complexity on the simulated controls of SO phytoplankton
biogeography.”

(2) The idealized analyses of niche properties that I performed I think should be added as
supplementary Material in a revised form of this manuscript. A table with the model parameters is
important for replication of this work but figures showing the actual shapes of the nutrient uptake
curves and grazing functional response are important for the reader because it provides a way of fast
visual inspection and understanding. For example, just by visual inspection of the grazing functional
responses one can predict a-priori that coccos are ALWAYS going to be grazed faster than diatoms.

(2) We agree with the reviewer that a visualization of the different ecological niches of the PFTs is
helpful, and now include idealized analyses of the niche properties in the supplementary information
to this paper (see Fig. R1 below). We expanded on the characteristics of the chosen parametrizations
and added references to Fig. S10 in appendix B, which now reads:



“The temperature function f(T) is an exponential function (see Fig. S10a), being <1 for temperatures
below Tref=30°C, modified by the constant Q10 specific to every phytoplankton i (see Table 1)

describing the growth rate increase for every temperature increase of 10°C: [...] Generally, the smaller
Q10, the weaker is the temperature limitation of the respective phytoplankton.”

“The limitation by surrounding nutrients Li(N) is first calculated separately for each nutrient (nitrogen,
phosphorus, iron for all phytoplankton, silicate for diatoms only) following a Michaelis-Menten

function (see Table 1 for half-saturation constants kN for the respective nutrient and phytoplankton 1).
For iron (Fe) and silicate (SiO3), the limitation factor is calculated following (see Fig. S10c): [...]”

“The light limitation function hi(I) accounts for photoacclimation effects by including the chlorophyll-

to-carbon ratio ei, as well as the nutrient and temperature limitation of the respective phytoplankton i
(see Fig. S10b): [...] Generally, the higher the oPI, temperature and nutrient stress, and the
chlorophyll-to-carbon ratio of the respective phytoplankton, the weaker is the light limitation.”

“The grazing rate ygi [mmol C m S day_l] of the generic zooplankton Z [mmol C m 3 ] on the
respective phytoplankton i [mmol C m 3 ] is described by (see Fig. S10d) [...]”

However, we would like to emphasize that there are certain misconceptions of the reviewer resulting
from conclusions drawn based on his analysis of the potential niche behavior in an idealized single
resource set-up, rather than those niches realized in a non-steady-state multi-resource ocean in our
model. In our model, the niche characteristics are not influenced by the growth of each PFT on each
single resource, but rather by the limitation of growth by the nutrient with minimal availability of all
nutrients. Furthermore, additional limitation terms based on temperature and light availability
influence growth behavior, which the reviewer has not taken into account. Hence, our realized
ecological niches differ from those estimated by the reviewer (see Figures R1 & R2 below). We
discuss the realized niches in our response to General Comment 3 below.
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Figure R1: Functional responses used in ROMS-BEC:
a) Temperature limitation (Eq. B5 + temperature correction for coccolithophores and diazotrophs, see
appendix B of manuscript)



b) Light limitation (Eq. B9 in manuscript, using domain & annual mean surface chlorophyll-to-carbon
ratio of each PFT and max. growth rate (dashed) or N-Temp-limited growth rate (0.1*max. growth
rate, solid)), note that SP is not shown to enhance visibility as SP light limitation is very similar to that
of diatoms (red)

c¢) Nutrient limitation (Eq. B6, example for iron shown here)

d) Grazing rate on phytoplankton (note that the rate shown here will be further scaled with
zooplankton biomass and the zooplankton temperature limitation, see Eq. B12).
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Figure R2: Realized niches of diatoms (a-b) and coccolithophores (c-d) south of 40°S in ROMS-BEC,
example for iron: a) & c): Annual mean surface nutrient limited growth rate (g(N) *pmax, see Eq. 3 in
the manuscript) vs. surrounding iron concentrations. b) & d): Annual mean surface realized specific
growth rate (f(T) * g(N) * h(I) *umax, see Eq. 3 in the manuscript) vs. surrounding iron concentrations.
Panel c¢) resembles the shape of the nutrient limitation curve in Fig. R1c, as coccolithophore growth is
limited by iron almost everywhere south of 40°S (see Fig. 2 in manuscript). However, panel a)
deviates from theoretical curve because diatoms are not limited by iron everywhere south of 40°S,
resulting in a nutrient-limited growth that does not follow the Michaelis-Menten curve shown in Fig.



Rlc. The realized growth rates in panel b) & d) show the combined effect of all factors controlling
phytoplankton growth, and the distribution shows significant discrepancies from the theoretical niche
expected from single-resource limitation only.

General Comment #3:

(1) Also the selection of uptake curves for nutrient uptake is quite puzzling to me. For DIN, NH4 and
DIP, they are kind of similar where coccos are always losers to either diatom or small phyto, then for
DORP the coccos appear to have small nutrient window where they can dominate. Then for iron coccos
and small phyto are very similar in nutrient uptake strategy while diatoms dominates.

Answer to GC3:

(1) We would like to thank Dr. Vallina for this comment and the suggestions regarding the nutrient
uptake parameters and the attached code and plots. As known to the reviewer, parameter choice in
marine ecosystem models is subject to uncertainties due to the large range of species-specific
responses, and the fact that data is only acquired under laboratory conditions, and for the limited
number of species currently kept in culture (Anderson 2005). While the actual parameters chosen can
be debated, and are, we would like to point out that conclusions drawn based on the ecological niche
behavior of the represented PFTs based on their responses to a variation in single nutrients are
misleading, since the total nutrient limitation of each PFT is calculated as a minimum function of the
most limiting nutrient in BEC and other models (see Eq. B6-B8 of original manuscript and e.g.
Hashioka et al. 2013 for a comparison of the phytoplankton parameterization of multiple global
marine ecosystem models).

As documented in Table 1 of the original manuscript, the half-saturation constants for nutrient uptake
by coccolithophores lie between those of diatoms (higher values) and small phytoplankton (smaller
values) for all nutrients. i.e. nutrient concentrations a/ways favor coccolithophores relative to diatoms
(and small phytoplankton relative to coccolithophores, see blue areas in Fig. 5 & S6 of the
manuscript). These values have been chosen to reflect differences in the size of the different PFTs,
with diatoms being largest, coccolithophores the size of nanophytoplankton (i.e. Emiliania huxleyri),
and small phytoplankton have been parameterized to reflect nano- and picophytoplankton.

We agree with the reviewer that when calculating the nutrient-limited growth rate separately for each
nutrient and each phytoplankton, coccolithophores are only favored for a small window of DOP
concentrations. However, this is not how the model simulates nutrient limited growth. Assuming
phytoplankton growth is proportional to the most-limiting resource, modelled growth is thus scaled by
the limitation function of the most-limiting nutrient only, which is used to compute the nutrient-limited
growth rate (see equations B6-B8 in appendix of the original manuscript). The nutrient limitation term
is first computed separately for each nutrient and each phytoplankton, and the limitation factor of the
most limiting resource (these can be different nutrients for different phytoplankton types at any point

in space and time, see Fig. 2 in the original manuscript) is then multiplied with pimax to give the
nutrient limited growth rate. This means that the window for which nutrient-limited growth of
coccolithophores is larger than that of diatoms is wider than what the reviewer suggests (e.g. in
instances where diatom growth becomes severely Si-limited, as coccolithophore growth is unaffected
by Si availability, see Fig. R3 below for the annual mean difference in nutrient limited growth rates of
diatoms and coccolithophores).

Nutrient limited phytoplankton growth is further reduced by temperature and light limitation, to give
the final specific growth rate (see Eq. 3 of the manuscript). Consequently, nutrient concentrations are
not the only factor controlling coccolithophore/phytoplankton growth rates (see Fig. R2 above). Our
goal is not to create, as stated by the reviewer, “a larger nutrient concentration growth window for
coccos where they can dominate” by setting the half-saturation constants in a specific way. Instead, we



chose all coccolithophore parameters in accordance with published laboratory data (see e.g. Daniels et
al., 2014, Heinle 2013, Buitenhuis et al., 2008, Zondervan 2007, Nielsen 1997, Le Quéré et al.
2016 and references therein), with minor tuning within the observational constraints to give the best fit
with available biomass observations (O’Brien et al., 2013, Balch et al., 2016; Saavedra-Pellitero et
al., 2014; Tyrrell and Charalampopoulou, 2009; Gravalosa et al., 2008; Cubillos et al., 2007).
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Figure R3: Difference in annual mean surface nutrient limited growth rate (g(N) *Lmax, see also Eq. 3
in the manuscript) between a) diatoms and coccolithophores and b) small phytoplankton and
coccolithophores. Note that coccolithophores have a higher nutrient limited growth rate than diatoms
for large areas north of approximately 45°S, corresponding to the onset of Si limitation of diatoms
north of 45°S. Compare also to nutrient limitation patterns in Fig. 2 of the manuscript.

(2) I would suggest the authors to simplify the model parameters: define a single set of four values
(one per phyto group) for the half saturation constant on Dissolved Organic Phosphorous (DOP) and
then compute the half-sat for all other nutrients (DIN, NH4, DIP, Fe2, Silica) using constant redfield
ratios. I did this myself and I feel that uptake curves obtained are nicer and more consistent across
nutrient types, and they also provide a slightly larger nutrient concentration niche window for coccos
where they can dominate. There is "key switch" in my MATLAB/OCTAVE code (key params =
'Original’ or 'Redfield’) to change from the original model parameters setup to the suggest parameter
setup. The results of the simulation should not change qualitatively after this minor changes on
parameter values, and if they do then there is an issue of model sensitivity to parameter values. Please
see the resulting Figures in the attached PDF documents. I provide the MATLAB/OCTAVE code 1
wrote at the end of this review report. The authors are free to use it.

(2) We thank the reviewer for the suggestion to simplify model parameters. However, as stated above,
we chose all coccolithophore parameters in accordance with published laboratory data (see e.g.
Daniels et al., 2014, Heinle 2013, Buitenhuis et al., 2008, Zondervan 2007, Nielsen 1997, Le
Quéré et al. 2016 and references therein), with minor tuning within the observational constraints to
give the best fit with available biomass observations (O’Brien et al., 2013, Balch et al., 2016;
Saavedra-Pellitero et al., 2014; Tyrrell and Charalampopoulou, 2009; Gravalosa et al., 2008;
Cubillos et al., 2007).

We have performed a test to assess the impact of using Redfield-stoichiometry for the half-saturation
constants of NO3 and PO4 on phytoplankton biogeography in our model: For the test, we kept the
original kPO4 of all phytoplankton groups (see Table 1 in original manuscript for parameters used in

reference simulation) and scaled the kNO3 of each phytoplankton group following the Redfield ratio
for all except diazotrophs, which have been shown to have significantly higher N:P ratios (around 45,



e.g. Letelier & Karl, 1998, White et al., 2006). Furthermore, we scaled all kNH4 to be 10% of kNO3

and all kDOP to be a factor 20 higher than kPO4 for all PFTs. We left all kSi and kFe unchanged as
compared to our reference run. The resulting simulated phytoplankton biogeography is very close to
the one in our reference simulation (see Fig. R4, <1% change in %contribution of each PFT to total
NPP between 30-90°S). This result is not surprising, as phytoplankton growth south of 30°S is largely
limited by Fe and/or Si availability in ROMS-BEC (see Fig. 2 in original manuscript). Changes in
phytoplankton biomass only occur in the small regions of N-/P-limitation towards the northern end of
the domain, but are minor overall. In conclusion, whether phytoplankton half-saturation constants with

respect to kNO3 and kPO4 follow Redfield ratios or not does not affect the outcome of our study.

In the revised version of the manuscript, we specified the respective sentence in section 2.1 to
highlight that nutrient uptake by diazotrophs follows non-Redfield stoichiometry:

“Phytoplankton C/N/P stoichiometry in photosynthesis is fixed close to Redfield ratios (117:16:1 for
diatoms, coccolithophores, and SP, 117:45:1 for diazotrophs, Anderson and Sarmiento, 1994; Letelier
and Karl, 1998), but the ratios of Fe/C, Si/C and Chl/C vary according to surrounding nutrient levels.”

Figure R4: Difference in DJFM mean a) total surface chlorophyll, b) top 50 m mean coccolithophore
biomass, and c) top 50 m mean diatom biomass between a test with half-saturation constants scaled
according to Redfield ratios (see answer to GC 3) and the reference simulation (for parameters see
Table 1 in original manuscript).

(3) Finally diazotrophs are clear losers for all nutrients against all other phytoplankton groups -- no
surprise they are almost zero biomass (less than 1%) in the model.



(3) Diazotroph biomass/N> fixation is thought to be of very minor importance in the Southern Ocean
(see e.g. Luo et al., 2012), as Trichodesmium spp. thrives in warm (sub)tropical waters (see discussion
of this PFT in BEC in Moore et al., 2002). We note that we left parameters untouched as compared to
previous global applications of BEC, and that diazotrophs are parameterized not to grow in waters
with temperatures below 14°C. Hence, diazotroph growth in summer is inhibited by surrounding
temperatures in >63% of our domain (south of 42°S), where DJFM mean SST is <14°C.

General Comment #4:

Regarding the Sensitivity Analysis (SA) performed by the authors, I am afraid to say that is not useful
in the way it has been designed. Basically because 1) changing the selected parameters "from the
values of coccos to the values of diamtoms" provides too little change of the parameter values, 2) the
percentage of change for the selected parameters is different among them. That means that 1) the
response of the model for the "sensitivity runs" will usually be quite small for most of the parameters;
and 2) the responses of the model for the "sensitivity runs" will not be comparable accross
parameters. For example, changing the Q10 coccos (1.45 n.d.) to Q10 diatoms (1.55 n.d.) is a
meager 7% variation in the Q10 value of coccos, or changing the alpha_coccos (0.4) to
alpha_diatoms (0.44) means a 10% variation in the alpha PI value of coccos. Then, changing
mupmax_coccos (3.8 d-1) to mupmax_diatoms (4.6 d-1) implies a 20% variation in the mupmax of
coccos; and changing the half sat kno3 _coccos (0.3) to kno3_diatoms (0.5) implies a 66% variation.
On the other hand, changing the half sat for grazing zgrz _coccos (1.05) to zgrz_diatoms (1.0) implies
a 5% variation. Therefore, some parameters are changed less than 10% while others are changed
more than 60%, and others are changed around 20%. This is too messy for a meaningful SA. The
correct way to perform a proper (vet simple) SA is by changing a plus/minus 50% the selected
parameter values, and then computing the Sensitivity Index (SI) as follows — and the plotted as shown
in Figure 12 of Vallina et al. (2008) DMOS model, JGR:

SI =100 * (X pmax - X pmin) /X pcontrol ;

where:

# X -- is the model state variable of interest (e.g. Diatom concentration)

# pcontrol -- is the selected parameter value for the control run (e.g. mupmax of
coccos)

# pmax = 1.5 x pcontrol -- is the run for the plus(+) 50% increase in the
parameter value

# pmax = 1.5 x pcontrol -- is the run for the minus(-) 50% decrease in the
parameter value

# SI -- is the Sensitivity Index in percentage of change (can be positive or
negative %)

Answer to GC4:

We thank the reviewer for this comment, and recognize that the purpose of our sensitivity
experiments, as well as the wording in the section title of section 4.7 “Parameter sensitivity
simulations” may have been confusing. We need to distinguish between classical sensitivity analysis
usually performed for one single model, and sensitivity experiments that allow for the testing of
multiple model structures and/or the identification of the importance of several processes known to
affect a target variable.

In a “classical” sensitivity analysis, modelers assess the sensitivity of one single model to a variation
in its parameter values using a defined degree of variation, such as e.g. the 50% changes in all
parameters suggested by the reviewer. This is usually used to rank the importance of the model
parameters for one specific target or outcome variable (e.g. NPP), which is a very useful exercise
when the goal is e.g. to compare internal sensitivities of one or different models to individual
processes across models (like e.g. within MAREMIP).



From our point of view, a “classical” parameter sensitivity study as suggested by the reviewer does not
add additional understanding to the manuscript with regard to the simulated coccolithophore
biogeography for two reasons: First, changing e.g. the half-saturation constant of NOsz by +50% will
lead to non-linear changes (nutrient limitation is a non-linear function of the half-saturation constant,
see Eq. B6/B7), making these runs not directly comparable to the control in a strict sense — especially
when comparing to runs assessing e.g. the sensitivity to changes in the Q10 value, which enters the
growth function in an exponential way, thus artificially amplifying the sensitivity of phytoplankton
biomass to modifications in this parameter (see Eq. B5). Second and more importantly, while a 50%
variation might be justifiable for the half-saturation constants to remain within their experimental
constraints, other parameters (such as the Q10 value), do not show such a large variability within one
single PFT in nature (see e.g. review by Le Quéré et al., 2016), thus making it difficult to extract any
meaningful information on coccolithophore biogeography when varying parameters way beyond their
observed variability.

Last but not least, we use the discussed set of sensitivity experiments using multiple similar models is
used to assess the dependence of model responses to differences in model structure, model
formulations, and parameter sets, i.e. to compare multiple models with different characteristics. This
can be used, e.g. to identify those processes most important for the representation of a target tracer, or
other outcome variables, or the impact of specific biases on the model results. Together with the
reviewer, we have employed both strategies, but for different purposes in multiple publications (e.g.
Le Quéré et al. 2016; Vogt et al. 2010; etc.). Hence, in the current manuscript we do not perform a
sensitivity analysis senso stricto to assess the model sensitivity to the set of chosen parameters, since
these dependences have been explored in previous publications of BEC, and are fairly consistent
across known marine ecosystem models. For instance, the parameters used to describe the top predator
are usually ranked high in terms of the results in biomass and biogeochemical target variables such as
NPP, C and N cycling, or certain gas exchange processes. Here, we intend to test the dependence of
the model behavior not only on parameter choices, but also on selected model equations in our grazing
tests (Table 2 in the original manuscript), as well as using sensitivity experiments to assess which
coccolithophore parameter is the one most crucial for phytoplankton biogeography and phenology, but
also for diatom-coccolithophore competition. We understand the confusion of the reviewer, and
acknowledge that the purpose of our sensitivity experiments was unclear.

In our diatom-coccolithophore competition experiments (see Table 2 in original and revised
manuscript), we specifically chose to change each parameter by a different percentage, namely setting
the coccolithophore parameters to those of diatoms. Our goal with these experiments was to directly
assess the impact of the difference in parameters between coccolithophores and diatoms on the relative
abundance of these two PFTs in our model domain. We asked ourselves: What would coccolithophore
biogeography look like if e.g. their maximum growth rate was that of diatoms? By how much does
their biomass (integrated over e.g. 40-50°S) change when coccolithophores have the same maximum
growth rate as diatoms? Here, we are not evaluating the sensitivity of the baseline setup in this
classical sense to get parameter sensitivities of BEC, but rather compare different realizations of the
baseline with respect to the parametrization of coccolithophores to quantify the impact on the relative
importance of coccolithophores and diatoms in the SO. Our setup of the simulations is therefore rather
comparable to sensitivity simulations in the literature in which ecosystem structure or phytoplankton
biogeography was altered by “making two PFTs equal/different” in a single or in multiple parameter
values (Wang & Moore 2011) or by removing/adding more zooplankton complexity (Le Quéré et
al., 2016).

We agree with the reviewer that calling the simulations 1-9 in Table 2 of the manuscript “parameter
sensitivity simulations” (section 4.7) might be unsuitable in this context as the reader might
misinterpret the title. We therefore change the name of section 4.7 to “Sensitivity of coccolithophore
biogeography to chosen parameter values” to more adequately represent the purpose of these runs.
Additionally, we expanded the description of sensitivity simulations 1-9 in section 2.3 by the
following sentence to make its purpose clearer:



“Thereby, we can directly assess the impact of differences between coccolithophores and diatoms in
each of the model parameters on the relative biomass of coccolithophores. For all simulations, we
quantify the sensitivity as a change of each PFT’s annual mean surface biomass, focusing particularly
on coccolithophores in section 4.7.”

Furthermore, to make the purpose of the different simulations clearer, we split the list of all sensitivity
simulations in Table 2 of the manuscript into three subgroups “Competition” (run 1-9), “Biases” (run
10-11), and “Grazing” (run 12-14):

Table 2. Overview of sensitivity simulations. 1-9: Sensitivity of simulated coccolithophore-diatom competition to chosen parameter val-
ues of coccolithophores. See Table 1 for parameter values of coccolithophores in reference run. 10-11: Sensitivity of simulated biogeog-
raphy to biases in temperature and mixed layer depth. 12-14: Sensitivity of simulated biogeography to the chosen grazing formulation.

C=coccolithophores, D=diatoms.

Competition Run Name Description

1 GROWTH Set 1S ax 10 fias

2 ALPHAp; Set a$y to ab;

3 Q10 Set Qfp to Qi

4 GRAZING Set Yy and 25, 0 Yo, and g,

5 IRON Set k&, to kB,

6 SILICATE Limit coccolithophore growth by silicic acid by using k5.5

7 NITRATE Set kSos and kG4 to kRos and kR

8 PHOSPHATE Set ko, and kSop to kB, and kBop

9 NUTRIENTS Set all kG yeriont 10 Keutriont

Biases Run Name Description

10 TEMP Reduce temperature in BEC subroutine by 1°C everywhere

11 MLD Reduce incoming PAR in BEC subroutine by -20% everywhere

Grazing Run Name Description

12 HOLLING_III Instead of Eq. 5, use ., = Yiax - £4(T) - Z - — 2220
Zgre Zgen TP

13 ACTIVE_SWITCHING Instead of Eq. 5, use v} = Viax - f2(T) - Z+ =i - s
D P g, AP

14 HOLLINGII_SUM_P  Instead of Eq. 5, use 7 = Yhax - £2(T) - Z L

st gy P

Answers to specific comments (SC):

SC1: Page 1, Line 01: Change "controls not only the local biogeo but also" to "controls the local
biogeo and" -- Avoid unnecessary negatives in affirmative sentences.
Agreed, we have changed the text accordingly.

SC2: Page 3, Line 03: "interaction" is very generic term -- Would be better to specify "competitive
interaction” (for light and nutrients) or just "competition”.
Thanks for making this comment, we have changed the text accordingly.

SC3: Page 4, Table 1: The parameter values for mupmax at 30C are quite large (3.6, 4.6 d-1) and in
my view quite beyond the reality of these values in nature.



We thank the reviewer for this comment. We acknowledge that the chosen pmax values of 3.8 d” at
30°C for coccolithophores, and of 4.6 d™' at 30°C for diatoms seem high when looking at available
growth rate data from the lab (see Fig. 2 in Le Quéré et al. (2016), and Fig. RS below). However, for
subantarctic latitudes, choosing a Q10-formulation with the reported pmax results in growth rates for
diatoms and coccolithophores within the range suggested by lab studies for the temperature range
simulated in these latitudes of the SO (see Fig. R5). We acknowledge that our overestimation of
coccolithophore biomass towards the northern boundary of our domain, as well as the overestimation
of diatom biomass at high southern latitudes are likely partly caused by the chosen temperature
limitation function and the relatively high pmax. Therefore, we note that this should be reconsidered
when implementing coccolithophores into global models (as done in Le Quéré et al., 2016, see also
Krumhardt et al., 2017).
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Figure RS: Temperature limited growth rates of coccolithophores and diatoms. Blue dots show
phytoplankton growth rates as reported in the literature (see references in Le Quéré et al. (2016)),
black line represents the temperature limited maximum growth rate as simulated in ROMS-BEC (Eq.
B5 and B10 of original manuscript).

SC4: Page 4, Table 1: The parameter values for Q10 are almost the same for all phyto -- why dont
you just use 1.5 for all of them?

Thanks for pointing this out. While the differences in Q10 between the phytoplankton do appear quite
small at first (1.45 for coccolithophores, 1.55 for diatoms, 1.5 for others), the temperature limitation
function of coccolithophores and diatoms differs by roughly 10% in our focus area between 40-60°S
(see Fig. 6 in the manuscript), thereby contributing to differences in the specific growth rates of the
two phytoplankton groups. The literature review reported by Le Quéré et al. (2016) (see references
therein) suggests that the Q10 values of coccolithophores and diatoms differ, and we acknowledge that
we were rather conservative by not using a difference as large as suggested by Le Quéré et al. (2016,
1.14 4+/- 0.17 for coccolithophores vs 1.45 in ROMS-BEC, 1.97 +/-0.07 for diatoms vs 1.55 in
ROMS-BEC). We therefore rather underestimate the importance of differences in temperature
limitation for the relative importance of diatoms and coccolithophores in the Southern Ocean.

Along these lines, we have added a discussion of the importance of temperature in controlling SO
coccolithophore biogeography in section 5.3:

“Temperature has been suggested to be a major driver of latitudinal gradients in SO coccolithophore
abundance (e.g. Saavedra-Pellitero et al., 2014; Hinz et al., 2012). In our study, differences in
temperature sensitivity between diatoms and coccolithophores play a minor role in controlling the
relative importance of these two phytoplankton groups (see Fig. 5 & 6). However, globally, the
Difference in temperature sensitivity (Q10) of diatom and coccolithophore growth appears to be larger
(1.93 and 1.14, respectively, see Le Quére et al., 2016) than what is currently used in ROMS-BEC
(1.55 and 1.45, respectively, see Table 1), indicating that we likely underestimate the importance of
temperature in controlling the relative importance of diatoms and coccolithophores in our model.”



SC5: Page 4, Table 1: The parameter values for knh4 are a factor of x 10 smaller (i.e. 0.10) than
kno3 for all C, D and SP; but 0.15 for diazotrophs -- why dont you just use time 0.10 for all of them?
Please refer to our answer to GC3. Since diazotrophs are known to be unimportant in terms of their
contribution to total phytoplankton biomass in the Southern Ocean, the diazotroph parameters have not
been tuned in this study. Changing the value from 0.15 to 0.10 would not change the outcome of our
study significantly, as diazotrophs are such a minor member of the SO phytoplankton community in
our simulation and therefore not the focus of this study (see also answer to SC29).

SC6: Page 4, Table 1: The parameter values for kpo4 are the same value than for kno3 for C, D, and
SP (even if the Redfiled ratio N:P is 16:1 -- why?) but for diazos is ten times smaller -- why?

Thank you for this comment, but we think there is a misunderstanding. As reported in Table 1 in the
manuscript, the half-saturation constants for PO4 are an order of magnitude smaller than those for
NO3 for all phytoplankton PFTs, not just for diazotrophs as suggested by the reviewer.

SC7: Page 4, Table 1: The parameter values for alpha PI curve are between 0.38 and 0.44 for all
phyto groups (very narrow variability) -- why dont you just use 0.4 for all of them?

We thank the reviewer for this comment. As pointed out by Le Quéré et al. (2016), literature values
do not allow for the identification of a clear difference in alphaPI values for different PFTs, which is
why a lot of the published ecosystem models do use the same value for alphaPl for all their PFTs (see
e.g. Le Quéré et al. (2016) for PlankTOM10 and Aumont et al. (2015) for PISCES).

However, alphaPI is an important parameter for the onset of phytoplankton blooms, as it controls the
sensitivity of phytoplankton to changes in light intensity at low irradiance levels. Coccolithophores
(including those from the Southern Ocean) are known to thrive especially in high-light environments
(in summer, see e.g. Balch et al. (2004)) suggesting that diatoms are generally better in coping with
lower light conditions than coccolithophores. Therefore, the motivation for setting alphaPI of
coccolithophores slightly lower than the value of diatoms was to slightly delay their blooms as
compared to those of diatoms. As pointed out in section 4.5 (see Fig. S5 in supplementary material),
the variability in light limitation across phytoplankton types in ROMS-BEC is much more controlled
by differences in photoacclimation than in alphaPI alone. The variability in alphaPI is indeed small,
but as Fig. R1 shows (see our answer to GC2), variability in light limitation is rather large across
phytoplankton types when accounting for differences in chlorophyll-to-carbon ratios and
nutrient/temperature stress of all phytoplankton types (Geider et al., 1998). In our sensitivity
simulation ALPHAPI (in which we set alphaPI of coccolithophores to the value of diatoms, see Table
2 of the manuscript), annual mean surface coccolithophore biomass increases by only 10% between
40-50°S (and less everywhere else) as compared to the baseline simulation (see Fig. 7 in the
manuscript), suggesting that the chosen difference in alphaPI in ROMS-BEC does not significantly
impact the outcome of this study in terms of simulated phytoplankton biogeography.

SC8: Page 4, Table 1: The parameter values for zgrz half sat grazing are between 1.0 and 1.2 for all
phyto groups (very narrow variability) -- why dont you just use 1.0 for all of them?

We agree with the reviewer that this variability is indeed small and affects phytoplankton biomass
only at high biomass concentration (Fig. R6 below). We admit that we could have set this parameter
equal for all PFTs without changing the resulting phytoplankton biogeography much (see Fig. R6
below), especially when only considering diatoms (zg,=1.0), coccolithophores (1.05), and small
phytoplankton (1.05). When implementing the new PFT, we set coccolithophore parameters to SP
parameters, since we had no other information available to base it on. We point out that for the
application of BEC in this manuscript, i.e. the competition between diatoms and coccolithophores in
the SO, differences in ¥max between diatoms and coccolithophores impact grazing rates more than
differences in z,, (see Fig. R6: compare black to dashed blue (impact of difference in zgrz) vs black to
solid blue (impact of difference in ¥may)).
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Figure R6: Grazing rates on phytoplankton in BEC using different values for maximum growth rate

of zooplankton when grazing on phytoplankton (¥max), as well as the half-saturation constant for

ingestion (Zgr,).

SC9: Page 4, Table 1: Basically, 1 find that the selection of parameter values can be simplified a lot
given the similarity among many of the values. I would suggest selecting one nutrient (e.g. DOP) and
define the half-sat values for it, then compute the half-sat for all other nutrients (DIN, NH4, DIP)
using Redfield ratios and constant factors. This will make the list of parameter values much smaller
without compromising the simulations. Also this will simplify the Sensitivity Analysis because it
reduces the degrees of freedom in the parameter space.

Please see our answer to GC3.

SC10: Page 4, Line 5: "coccos have a higher nutrient affinity (smaller half-sat) and a smaller max
growth rate than diatoms" -- the half sat parameter is in fact a composite of two primary parameters
(ksat = mupmax / affinity) therefor lower half sat does not necessarily mean higher affinity, it also
depends on the mupmax value. Also, the smaller size of coccos cannot be the reason of their smaller
mupmax because mupmax usually decreases with increasing cell size.

We thank the reviewer for this comment. We have rephrased the sentence to “coccolithophores are
less nutrient limited at low nutrient concentrations (smaller half-saturation constants) [...]".

SC11: Page 6, Table 2: Run name 10 and 11, Holling Type Il and Active Switching — I dont
understand... Very confusing. Please double check and make it clearer.

Thanks for pointing out that the manuscript appears to be written not clearly enough here. Our
baseline simulation uses a Holling Type II functional response for ingestion, not accounting for the
total phytoplankton biomass in the denominator (see Eq. 5 in the manuscript and our answer to GC 2).
The two sensitivity simulations assessing the sensitivity of coccolithophore biogeography and
coccolithophore-diatom competition to the choice of the grazing parametrization are the two
simulations the reviewer refers to here: for the Holling Type III simulation, we replace the Holling
Type I part of Eq. 5 by a Holling Type III functional response, for the ACTIVE SWITCHING
simulation in the original manuscript, we add the term P//sum(P") to Eq. 5 (keeping a Holling Type II
function for the ingestion term), thereby distributing the total grazing linearly across the phytoplankton
PFTs in accordance with each PFT’s contribution to total phytoplankton biomass. We have modified
the description of this run, which now reads:

“We then assess the impact of constraining grazing on each phytoplankton PFT by total phytoplankton
biomass in the original Holling type II formulation (Eq. 6). To do so, we [...] scale the grazing rate on
phytoplankton i linearly with the PFT’s relative contribution to total phytoplankton biomass (run 13),
[...]1”



To avoid confusion, we made the description of all grazing sensitivity simulations clearer in Table 2
by explicitly stating the equation used for zooplankton grazing instead of Eq. 5:

Grazing Run Name Description

12 HOLLING_III Instead of Eq. 6, use 7} = Yhyax - 14(T) - Z+ 220
grz “grz i

13 ACTIVE_SWITCHING  Instead of Eq. 6, use vi = 7oy - £2(T) - Z - z;*il B gP o

14 HOLLINGIL_SUM_P Instead of Eq. 6, use vi = ., - %(T) - Z- Ll

=7
Zgrz +Zj:1 p7

SC12: - Page 6: Table 2: Run name 12; TEMP; Reduce temperature by 1C -- This seems a pretty low
decrease in temperature for a SA. What percentage is this?

Thanks for this comment. This temperature change is motivated by the mean bias in the domain which
is largest with ~1°C between 60-90°S (see Fig. S1). We have added this information in the main text
in section 2.3., the respective sentence now reads:

“To do this, we reduce temperatures by 1°C (corresponding to the mean bias between 60-90°S, see
Fig. S1, run 12) and the incoming PAR field by 20% (to counteract bias in MLD, run 13) everywhere
for the biological subroutine only. “

SC13: Page 6, Line 04: "We then add an active prey switching term to the original Holling Type 11" --
The Holling Type III has already "active prey switching" dynamics so I dont really know what this
addition to Holling Type Il means.

We have made the description of the different types of sensitivity experiments clearer in section 2.3 of
the manuscript, please see our answer to SC11 and GC2.

SC14: Page 7, Line 15: "ldeal env conditions ... at every location” -- The nutrient concentration
window where coccos reach a higher specific growth rate than diatoms is very narrow and happens at
very low nutrient concentrations, for all other conditions the diatom are superior competitors
regardless of light and temperature levels. Therefore what dominates the competition between coccos
and diatoms is basically nutrients only (in your model setup).

We agree with the reviewer and find in our simulation that the advantage in specific growth rate of
coccolithophores in summer is indeed to a large part driven by advantages in nutrient uptake
(especially between 40-50°S, see Fig. 6A, as well as Fig. R3 in this document), but advantages in
temperature sensitivity and the disadvantage due to the predefined smaller pimax also contribute to the
overall difference in specific growth rates, with light being relevant mainly in other seasons (see Fig. 5
& 6). We have changed the respective sentence in the manuscript as follows:

“Since the coccolithophores’ maximum growth rate is lower than that of diatoms (Table 1), ideal
environmental conditions, i.e., low nutrient concentrations and temperature, as well as high light
levels, are required for coccolithophores to overcome this disadvantage and to develop a higher
specific growth rate than diatoms.”

SC1S: Page 7, Line 19: The equation for grazing rate on Pj is wrong: it should be -- gamma_j =
gammax_j *f(T) *Z * (P _j/ (zgrz j + sum[P _i])) NOTE: The sum[P i]
Please see our answer to GC 2.

SC16: Page 7, Line 23: Why do you use the notation "P_j prime" (P') instead of just P (without the
prime)?

In the manuscript, the difference between P’j and Pj denotes the consideration of a fixed loss
threshold, below which no losses occur (prey refuge, see SC17). In ROMS-BEC, the prey refuge is
accounted for to calculate the grazing on Pj .



SC17: Page 7, Line 20: "loss threshold below which no losses occur (eq B11)" -- This is called
imposed "prey refuge" and helps prevent competitive exclusion of the less dominant prey types (in a
similar way as active prey switching).

Thanks for pointing this out, we have added the term “prey refuge” to the manuscript.

SC18: Page 8, Line 03: The ratio (gamma_j / P_j) will only have units of clearance rate (m3 * mmol-
1 *d-1) if divided by zooplankton biomass. Otherwise it will have units of specific grazing rate (d-1) --
please double check units and concepts.

We thank the reviewer for pointing this out. We will not use the term “clearance rate” any more in the
revised version of the manuscript, but will refer to the term gamma j/P_j as the “biomass-normalized
specific grazing rate” instead. This way, Fig 5 g&h in the manuscript are exactly analogous to Fig. 5
e&f, showing the biomass-normalized specific growth (e&f) and grazing rates (g&h) respectively.

We have changed the respective part in section 3 which now reads:

“To assess differences in biomass accumulation rates between different PFTs, we compute biomass-
normalized specific grazing rates c! [d_l] of phytoplankton i as the ratio of the specific grazing rate

and the respective phytoplankton’s biomass pi:

i
i_ e

- % ©)

C

The higher this rate, the more difficult it is for a phytoplankton i to accumulate biomass. [...]

C
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We have also changed section 4.6 accordingly:

“Due to the higher ymax associated with grazing on coccolithophores as compared to diatoms (Table
1), biomass-normalized specific grazing rates for coccolithophores are higher than those for diatoms

for both 40-50°S and 50-60°S in summer (Fig. 5g & h), resulting in slower biomass accumulation rates
for coccolithophores. In summary, in ROMS-BEC, lower biomass-normalized grazing rates make
diatoms more successful than coccolithophores in accumulating and sustaining higher biomass
concentrations, resulting from a higher per biomass grazing pressure on coccolithophores as compared

to that on diatoms between 40-60°S.*

SC19: Page 8, Line 03: Nevertheless, if (gamma_j/ P _j) is called a "clearance rate", you should call
"logl0((gamma_C /P _D)/(gamma_C /P _D))" as "Relative clearance rate" (instead of "Relative
grazing rate").

Please see our answer to SC18.

SC20: Page 8, Line 04: "the specific grazing (clearance) rate on diatoms is larger" -- as far as I can
tell, using the correct gamma_j functional response (with the zgrz + sum[P_i]; see above) the specific
grazing (clearance) rate on diatoms will ALWAYS be smaller than on coccos. Plase double check. See
my MATLAB/OCTAVE analyses and figures.

As pointed out in the answer to GC 2, the original grazing parametrization in ROMS-BEC does not
include the total phytoplankton biomass in the denominator (see also Moore et al., 2002, 2004), and
the clearance rate (=biomass-normalized specific grazing rate, see SC18) on coccolithophores is larger
than that of diatoms in summer, while the opposite is true for the winter months (see Fig. 5 a&b and
g&h in the manuscript). We agree with the reviewer that if total biomass was accounted for in the
denominator, differences in the constants gamma max and zgrz (see Table 1 of manuscript) are



controlling differences in the biomass-normalized specific grazing rate on each phytoplankton, with
coccolithophores experiencing the larger grazing pressure due to their higher gamma max.

SC21: Page 8, Line 25: "caused either by too much uptake by phytoplankton" -- Given the too high
mupmax selected for this model I am not surprised about this, why dont you tune down mupmax
accordingly to prevent this bias?

While phytoplankton biomass and NPP are too high at high SO latitudes in ROMS-BEC, they are too
low at subantarctic latitudes (see Fig. S2 in supplementary material), the focus area of this study. Since
tuning down pmax Will affect growth rates everywhere in the domain, we decided not to increase the
negative bias even more by tuning down pmax. We have changed the sentences in the revised
manuscript, and it now reads:

“Macronutrients in ROMS- BEC are generally too low at the surface compared to WOA data

(especially south of 60°S, Fig. S1 & S2), caused either by too much nutrient uptake by phytoplankton,
too little nutrient supply from below, or both.”

SC22: Page 9, Table 3: "(global)" -- what that this means? confusing.

The reported estimates from the MAREDAT data base in Buitenhuis et al. (2013) are global estimates.
Here, we want to put the SO estimate for coccolithophore and diatom biomass from ROMS-BEC into
the global context and therefore report the estimates as published in Buitenhuis et al. (2013).

We have added a footnote in Table 3 to explain “global’:

“The reported estimates from the MAREDAT data base in Buitenhuis et al. (2013) are global
estimates of phytoplankton biomass.”

SC23: Page 9, Table 3: The contribution of coccos is: 15%, 10% and 1% for the three regions -- isnt
it this too low?

We thank the reviewer for this comment, but we are not quite sure why the reviewer thinks this is too
low. Our estimate is the first estimate for the contribution of coccolithophores to total phytoplankton
biomass in the SO as a whole. And as we have pointed out in the discussion section, when comparing
our estimates to global NPP, we get a contribution of SO coccolithophores to total global NPP of 5%,
which is larger than the published global estimate for the contribution of coccolithophores to total NPP
(<2% in O’Brien, 2015 and Jin et al, 2006). In agreement, coccolithophores have also been suggested
to be a minor contributor to total global phytoplankton biomass (0.04-6%, Buitenhuis et al., 2013).
Therefore, if assuming that previous global estimates are accurate, we would rather conclude that our
estimate is too high than too low.

SC24: Page 9, Table 3: I dont really see how coccos can even survive based on the uptake curves
(nutrient niches) defined in the model set up. The coccos uptake curves seem to be always below those
of either diatoms (at high nutrients) and small phyto (at small nutrients). The temperature dependence
is almost the same for all phyto groups so it does not play a role. The light dependence is also quite
similar for the three dominant groups (C,D,SP). Thus it is mostly down to nutrients competition and if
the coccos uptake curve is never above those of their competitors, with a Type Il grazing functional
response they should be competitively excluded. Only the imposed prey refuge will keep them
persisting in the model.
We thank the reviewer for this comment, but after careful consideration of this point, we do not agree.
In BEC, the competitive advantage of group X over group Y (for example diatoms over
coccolithophores), defined as the difference in specific growth rate, results from differences in light,
temperature and the most-limiting nutrient, as detailed in Equations B4-B9 of the manuscript. Hence, a
competitive advantage of group X over group Y can result from multiple factors:

- Small differences in the surrounding temperature enter the temperature limitation equation

exponentially, and can therefore lead to substantial differences in the specific growth rate due



to the differences in temperature sensitivity of phytoplankton X and Y (see Eq. BS in the
manuscript, as well as Fig. R1 and Fig. R10 in this review).

- For the competition for nutrients, differences in nutrient limitation can be due to differences in
the most limiting nutrient, in addition to differences in the half-saturation constants of the
same nutrient (see Eq. B6-B8 in manuscript and our answer to GC3).

- Differences in alphaPI across phytoplankton types are small in BEC (see Table 1 of the
original manuscript), but differences in light limitation also arise due to differences in nutrient
limitation and differences in carbon-to-chlorophyll ratios (see Eq. B9 in the manuscript and
Fig. R1 & R11 in this review).

In our answer to GC 3 and Fig. R3, we show that the annual mean nutrient limited growth rate of
coccolithophores is indeed larger than that of diatoms in large parts of the subantarctic Southern
Ocean. In addition, while the Q10 value is indeed very similar for coccolithophores and diatoms (1.55
for diatoms and 1.45 for coccolithophores), the resulting difference in temperature limitation depends
on the surrounding temperature, and can be higher than the difference in Q10 alone (especially at low
temperature, see Fig. R10 and also our answer to comment SC 36).

Hence, coccolithophores can build up biomass relative to diatoms at low nutrient levels (or
when/where diatoms become limited by Si), high light levels and low temperatures.

SC25: Page 9, Line 17: "within the globally estimated" -- what do you mean? how can you

compare a regional estimate to a whole ocean estimate?

Thanks for this comment. It is true that a strict comparison is not possible. However, if the regional
model estimate was above of the maximum estimate suggested for the globe, we would be able to say
that the regional estimate likely severely overestimates the annual mean diatom of coccolithophore
biomass in the top 200 m. Since the modeled values are within the range given for global annual mean
biomass of both coccolithophores and diatoms, we cannot conclude that. We changed the respective
sentence in the manuscript as follows:

“In ROMS-BEC, the annual mean SO coccolithophore carbon biomass within the top 200 m is 0.013
Pg C (Table 3), which is within the globally estimated range based on in-situ observations (0.001-0.03
Pg C, see O’Brien et al., 2013) and suggests that SO coccolithophores contribute substantially to
global coccolithophore biomass.”

Please see also our answer to SC22.

SC26: Page 9, Figure 1: The model simulates chla fairly well spatially despite some biases -- How
well does the model reproduce the seasonal dynamics of chla? Please provide a figure in
Supplementary Material.

We thank the reviewer for this helpful comment. We have added Fig. R7 (see below) showing the
seasonal dynamics of total chlorophyll to the supplementary material.
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Figure R7: Surface total chlorophyll in ROMS-BEC (black) as compared to satellite chlorophyll (red,
MODIS-Aqua climatology) over the course of the year for different latitudinal bands. rs in top right
corner of each panel denotes the Spearman correlation coefficient.

SC27: Page 9, Figure 1, f) Personally I find that the model does a poor job with coccos in terms of
spatial distribution, only the absolute values seem to be the correct but clearly not the patterns. The
deviation from the data values especially between 60S and 758 is too large, up to an order of
magnitude even. Can you say that the model simulations for coccos have been validated really?

We are not sure whether the reviewer is referring to the diatom evaluation in Fig. 1f) or the
coccolithophore evaluation in Fig. 1d) and therefore comment on both.

When considering the match between the absolute biomass concentration without taking into account
the uncertainty in the observations, we admit that it looks as if there is substantial model-observation
disagreement for both coccolithophores and diatoms (see Fig. 1 in the manuscript, as well as Fig. S4 in
the supplementary material), and have pointed this out on page 12 (lines 6-7) in the original
manuscript. However, all cell-count-derived phytoplankton carbon biomass estimates used here to
validate our model are subject to a large uncertainty (up to a few hundred percent due to the large size
range of the cells, see Le Blanc et al., 2012, and O’Brien et al., 2013, p.12 lines 7-9 of the original
manuscript).

In addition to this uncertainty, data coverage is low, especially between 60-75°S (136 observations for
coccolithophores, 55 for diatoms, see Fig. 1d & fin manuscript). Available in-situ observations are
mainly one-time observations in this area (and for most of the Southern Ocean), and it is thus totally
unclear to what extent the data (especially at high latitudes) represent climatological monthly mean
conditions. Therefore, we assume the observational estimates south of 60°S to be temporal snapshots
rather than true monthly means, especially for diatoms which follow the boom-and-bust strategy, and
which can change their cell abundances exponentially by much more than 1 order of magnitude over
the course of one week (see also large variability in in-situ diatom biomass estimates in revised
version of Fig. 1f below).

The focus area of this study is between 40-60°S, where we have more observations to evaluate the
model (726 observations for coccolithophores, 529 for diatoms). Here, the model-data fit is much
better, and the simulated biomass of diatoms and coccolithophores is within one standard deviation of
the mean observed biomass between 40-65°S and 45-55°S for coccolithophores and diatoms,
respectively (see revised version of panel d&f of Fig. 1 below). We note that the diatom biomass
estimates from newly compiled observations for this study in this area (Balch et al., 2016, mainly



between 40-65°S) are possibly lower-bound estimates, due to the assumption of all of these cell counts
being F. pseudonana (nanophytoplankton), as pointed out in section S1 of the supplementary material.

Overall, we think that the model simulated biomasses have been evaluated in the best way possible,
given the sparse data coverage in the Southern Ocean. We consider the biomass match-up to be within
the range of uncertainty of the observations. We note that we are more confident in the simulated
patterns and the relative importance of coccolithophores and diatoms than in the absolute numbers of
coccolithophore and diatom biomass — in this respect, the model tuning/evaluation would surely
hugely benefit from additional observational PFT biomass estimates.

In the revised version of the manuscript, we have added the standard deviation of the observations to
panel d &f of Fig. 1 to illustrate the observed variability:
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Figure R8: Modified version of panel 1d &f in the manuscript with standard deviation of observations
added as the grey bars to illustrate variability. We have included this version of the panels in the
revised manuscript.

SC28: Page 10, Line 7: The model NPP estimates are between [0.23 - 0.69] (PgC * y-1) and the real
data NPP estimates are between [0.64 - 0.94] (PgC * y-1). This implies that the model's NPP is
basically half of the real data NPP estimates -- why do you say then that if "falls with the range
estimated by satellite"? Just say that the models underestimates NPP by 50%.

Agreed, but there is a misunderstanding here. In this sentence of the manuscript, we refer to
calcification and not NPP. We agree with the reviewer that we could just say that calcification is
underestimated by 50%. However, both the calcification estimate derived from satellites (18.75%) and
that from the model (due to uncertainty in CaCO3:C production ratio of coccolithophores) are subject
to substantial uncertainty. If we account for these uncertainties, we find that the model-derived
estimate (0.23-0.69 PgC yr-1 in original version of the manuscript, 0.28-0.84 PgC yr-1 in revised
version) falls within the range suggested by satellite estimates (0.64-0.94 PgC yr-1).

SC29: Page 12, Figure 3: Dizatrophs are basically extinct in this model simulations. This is because
the selected uptake curves for them (see my MATLAB/OCTAVE figures) that makes them very poor
nutrient competitors. Why do you even bother in having them as a phytoplankton group? I dont
understand this.

We agree with the reviewer on this point. The inclusion of diazotrophs is a result of our group having
the desire to use the same ecosystem/biogeochemical model across all regional configurations. This
includes regions, such as the tropical North Atlantic, where diazotrophs are very important. In a
further sensitivity study, we have set the diazotroph growth rate to zero, and we find that there are no
changes in the major findings of our study, and also to the conclusions (see simulated coccolithophore
and diatom biogeography in Fig. R9 below). We changed the section B1 in the appendix as follows:



“Diazotroph growth is zero at temperatures <14°C. For consistency within the user community of
BEC, we decided to keep diazotrophs as a phytoplankton PFT, even though the imposed temperature
threshold makes them a very minor player in the SO phytoplankton community. A sensitivity study in

which uNmax = 0 showed that the results presented in this study are unaffected by the presence of
diazotrophs in BEC (not shown).”
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Figure R9: Comparison of simulated top 50 m DJFM average coccolithophore (a+c) and diatom
(b+d) carbon biomass in Baseline simulation (top row) and a sensitivity simulation in which the max.
growth rate of diazotrophs is set to zero. These simulations are shorter (5 years) and done with a
coarser resolution setup (0.5° horizontal resolution) than what is presented in the manuscript, but
patterns and magnitudes of simulated phytoplankton biomass are directly comparable (see Fig. 1 in the
manuscript). The relative contributions to total phytoplankton NPP between 30-90°S are 60.0/60.3 and
17.8/18.1 for diatoms and coccolithophores in the Baseline simulation and the simulation with zero
diazotroph growth, respectively.

SC30: Page 12, Lines 15-20: Basically, this means that you don’t know why? Is not it any way to
explore the reasons beyond verbal speculation?

We agree with the reviewer that it would be nice to fully understand the source of the high chlorophyll
(and NPP) bias at high SO latitudes in our model in more detail, which can generally be caused by
biases in bottom-up or top-down factors (or both). We have done sensitivity simulations to assess the
impact of biases in the underlying physics quantitatively (TEMP and MLD in Table 2). Both the bias
in temperature (generally too warm) and in MLD (too shallow, see Fig. S1 in the supplementary
material) stimulate phytoplankton growth. However, while correcting for these biases in the ecosystem
subroutine of ROMS-BEC reduces the maximum diatom biomass south of 60°S by 1.5% (TEMP) and
11.3% (MLD), respectively, diatom biomass is still overestimated in the model in these two
simulations when comparing to maximum in-situ diatom biomass.



By increasing zooplankton grazing rates on phytoplankton, we can decrease the simulated diatom
biomass at high southern latitudes (not shown). However, thereby, we also increase the top-down
pressure at subantarctic latitudes, where phytoplankton biomass is already underestimated in the
Baseline simulation with ROMS-BEC (see Fig. S2 in the supplementary material). Here, further
reducing phytoplankton biomass by increasing the grazing pressure will lead to a larger disagreement
between model and observations. We therefore conclude that the high biomass bias in our model is
due to a mixture of physical and biological shortcomings. We rephrase the respective paragraph of the
manuscript as follows:

“[...] Acknowledging the substantial uncertainty of the observational estimates (165% for the carbon
biomass in Fig. 1f, on average at least 20% for satellite derived chlorophyll estimates in Soppa et al.
(2014)), both in-situ observations (Fig. 1f) and satellite derived diatom chlorophyll (Soppa et al., 2014,
comparison not shown) suggest an overestimation of surface diatom biomass in ROMS-BEC south of

60°S during austral summer. However, this overestimation in the model can partly be explained by

biases in the underlying physics (see section 4.1, with maximum diatom biomass south of 60°S being
1.5% and 11.3% lower in the simulations TEMP and MLD, respectively). Additionally, missing
ecosystem complexity within the zooplankton compartment of ROMS-EBC probably adds to the
overestimation of high latitude phytoplankton biomass, as suggested by Le Quéré et al. (2016). In their
model, Le Quéré et al. (2016) only simulate total chlorophyll levels comparable to those suggested by
satellite observations when including slow-growing macro-zooplankton as well as trophic cascades
within the zooplankton compartment of their model, while overestimating satellite-derived chlorophyll
levels otherwise.”

SC31: Page 13, Line 1: "this PFT (Phaeocystis) is not included in our simulations" -- Honestly 1
don’t think this is a valid excuse. Given that diazotrophs are irrelevant in this model simulations, why
don’t you use that tracer to model Phaeocystis instead?

As the reviewer knows (e.g. LeQuéré et al. 2016), including further plankton functional types is a
laborious task that requires a careful retuning and testing of the model. As a matter of fact, we are
currently working on a version of the Southern Ocean set-up of the model that does include
Phaeocystis (Nissen et al. in prep.), but its description within the context of the current paper is
unnecessary, since the area south of 60°S is not the focus region of this study, and since we are
interested in diatom-coccolithophore interactions in the Great Calcite Belt.

SC32: Page 13, Line 4: "simulated gradient ... coccos contribution"” -- This is a misleading statement:
diatoms clearly dominate everywhere in the model by about a factor of x10, so talking about mixed
community, south-north increase in coccos contribution, etc. is verbally misleading.

We thank the reviewer for this comment and agree with him that it is rather subjective to talk about a
“more mixed community” if diatoms dominate everywhere south of 40°S in our model domain. We
rephrase this sentence, and it now states:

“CHEMTAX data (based on HPLC data) support the simulated gradient from a clearly diatom

dominated community south of 60°S to a more mixed community north thereof with a south-north
increase of the coccolithophore contribution (maximum contribution of >20% of total NPP north of

45°S, see Fig. 2a) [...]”

SC33: Page 13, Line 13: "whereas diatom biomass peaks south of 60S where they dominate the
community" -- again, this is misleading, diatoms dominate the community *everywhere* in your
domain, not just south of 60S.

Agreed, it should be clearer that diatoms also dominate between 40-60°S. We have changed the

sentence to “[...] diatom biomass peaks south of 60°S where they dominate the community by far
(>80% of total NPP, see Fig. 2a)” to make it clearer. Please see also answer to SC32.

SC34: Page 15, Line 10: "the specific growth rate of coccos is on average 10% larger than of
diatoms" -- IMPORTANT: This statement is wrong due to a conceptual misunderstanding. Doing



log(x/y) where x = DIN / (kdin + DIN) for diatoms and y is the equivalent thing for coccos does *not*
measure the "relative growth rate" of diatoms versus coccos but the "relative growth limitation”,
which is not the same thing. If you want to evaluate "relative growth rate" you have to do: Rel growth
= log(umax_D/umax_C) + log(x/y) -- Please change this in the analysis and the text accordingly.
Thanks for this comment, but in the black solid line in Fig 5a&b as well as in the dark grey bars in Fig.
6 we indeed refer to the ratio of the specific growth rates of coccolithophores and diatoms (=relative
growth ratio as defined in Eq. 4), calculated as:
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In the revised version of the manuscript, we explicitly refer to the respective equation in this part of
the manuscript:

“In ROMS-BEC, the latitudinal band between 40-50°S is the area with the highest coccolithophore
biomass in austral summer (see Fig. 1d and Fig. 4). The relative growth ratio of diatoms vs.

coccolithophores between 40-50°S (solid black line in Fig. 5a) is negative from the end of September

until the end of April (“COCCO > uD iatoms’ see Eq. 4). For the summer months (December-March,
DJFM), the specific growth rate of coccolithophores is on average 15% larger than that of diatoms
(Fig. 6a, shaded dark grey bar, calculated from non-log transformed ratios), [...]”

Please see section 3 of the manuscript for further details and note also our answer to GC1 and SC39.

SC35: Page 15, Line 18: "The 21% larger umax of diatoms ... all year round in the whole model
domain" -- This is a main result of the model simulations. Thus it must be at the beginning of section
4.5 not buried here.

We thank the reviewer for this comment, but the 21% larger pmax (maximum growth rate) is not a
result of the model simulation, but a result of the predefined parameters as reported in Table 1 of the
manuscript. We now refer to Table 1 earlier in the respective sentence to make this clearer:

“The 21% larger pmax of diatoms compared to that of coccolithophores (Table 1) favors diatom
relative to coccolithophore growth all year round in the whole model domain (term Pumax in Eq. 4,
green area in both Fig. 5a & b is positive).”

SC36: Page 15, Line 21: "coccos being less temperature limited" -- Misleading, the differences of
Q10 are marginal (7% is basically nothing)

We thank the reviewer for this comment. There was a typo in the reported temperature limitation
function (Eq. BS), which we have corrected in the revised manuscript. However, red areas in Fig. 5 &
6 were correctly calculated and thus, all relevant figures in the original manuscript were unaffected by
this issue: Instead of

i i T—Tre
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Eq. B5 should read
T-Trof

F(T)=Qjy ™

Hence, since the temperature limitation function is non-linear, a 7% difference between the Q10 of
coccolithophores vs. the Q10 of diatoms does not result in a temperature limitation difference of 7%
everywhere in the domain. In fact, at temperatures <20°C (as observed/simulated for 40-60°S and



especially south of 60°S, data not shown in the manuscript), the difference in temperature limitation is
>T7% (7% at 20°C, 10% at 15°C, 13% at 10°C, 15% at 5°C), see also red bars in Fig. 6 and Fig. R10
below.
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Figure R10: Difference in corrected temperature limitation function (f(T) = Q10" (T-T.t/10°C) with
Tr=30°C between when using a Q10 of 1.45 (coccolithophores, black curve in left panel) vs Q10 of
1.55 (diatoms, blue curve)). The right panel shows the ratio of the temperature limitation between
diatoms and coccolithophores as a function of temperature. The difference is >7% at temperatures
<20°C. See also SC 36.

SC37: Page 15, Line 24: "are less nutrient limited" -- This is the right wording. One thing is being
less nutrient limited and another thing is having a faster nutrient uptake curve, the difference lies on
the umax.

Agreed.

SC38: Page 15, Line 35: "differences in the sensitivity to increases of PAR at low irradiance (alfa Pl)
and diffs in photoaclim" -- Misleading, the differences of alfa_PI are marginal (9% is basically
nothing)

We agree with the reviewer that the differences in alphaPI are small. We modified the statement,
which now reads:

“In ROMS-BEC, differences in light limitation between coccolithophores and diatoms are controlled
by the minor difference in the sensitivity to increases of PAR at low irradiances (aPI) and largely by
differences in photoacclimation [...]”

SC39: Page 16, Figure 5: The different terms that are being plotted here as "relative growth ratio”
for nutrients, temperature, light, and total are not really "growth rate" ratios" but "growth limitation"
ratios. This leads to wrong interpretation of the results. The right way should be to plot the following
curves:

Qdin = DIN / (Kdin + DIN); Nutrients limitation [0 - 1] n.d.

Opar = f(PAR), Irradiance limitation [0 - 1] n.d.

QOsst = f(SST); Temperature limitation [0 - 1] n.d.

Rel umax = log(umax_D/umax_C);

Rel _Qdin = log(Qdin_D/Qdin_C); -- Relative nutrient growth "limitation"



Rel Qpar =log(Qpar_D/Qpar_C); -- Relative irradiance growth "limitation"

Rel Qsst =log(Qsst_D/Qsst_C); -- Relative temperature growth "limitation"

Rel din = Rel umax + Rel Qdin; -- Relative nutrient growth "rate"

Rel par = Rel umax + Rel Qpar, -- Relative irradiance growth "rate"

Rel sst = Rel umax + Rel Qsst; -- Relative temperature growth "rate"

Rel Qlim = Rel Qdin + Rel Opar + Rel Qsst; -- Relative total growth "limitation"

Rel growth = Rel mupmax + Rel Qlim, -- Relative total growth "rate"

We thank the reviewer for this comment and apologize for the misunderstanding. We are very aware
of the difference between the relative growth ratio and ratios of the growth limitation terms. We want
to point out that everywhere in the manuscript, we refer to the colored areas/bars in Fig 5a&b/Fig 6 as
the contributions to the relative growth ratio, in accordance with Eq. 4 in section 3. What is plotted in
colors in Fig.5 and Fig.6 corresponds exactly to the equations highlighted in bold above that were
suggested by the reviewer. To clarify and avoid confusion, we have added the following statement in
the methods section 3, where we define the relative growth ratio:
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«In this equation, the terms Pfumax , BT, BN, and BI describe the differences in the maximum growth
rate pmax, temperature limitation f(T), nutrient limitation g(N), and light limitation h(I) between

diatoms and coccolithophores, which in sum give the difference in the relative growth ratio uD C «

Furthermore, we have changed the captions of Fig. 5 and Fig. 6 as follows:

Fig. 5: “Colored areas are contributions of the maximum growth rate pmax (green), nutrient limitation
(blue), light limitation (yellow) and temperature sensitivity (red) to the relative growth ratio, i.e. the
red area e.g. represents the term BT of Eq. 4 (see section 3).”

Fig. 6: “Percent difference in growth rate (dark grey), growth-limiting factors (maximum growth rate
Mmax in green, nutrient limitation in blue, light limitation in yellow and temperature sensitivity in
red) and grazing rate (light grey) of diatoms and coccolithophores for a) 40-50°S and b) 50-60°S.
Respective left bar shows the December-March average (DJFM) calculated from the non-log
transformed ratios (i.e. the red bar e.g. represents 10T, see Eq. 4), the shaded right bars show the
average for all other months (non-DJFM). Full seasonal cycle is shown in Fig. 5a & b”

In section 4.5, we changed the text to refer back to the definition of the individual terms of Eq. 4:
“The relative growth ratio can be separated into the contribution of the maximum growth rate pmax
(Bumax ), temperature 25 (BT), nutrients (BN), and light (BI), which all affect phytoplankton growth
(see Eq. 4, colored areas in Fig. 5a & b and Fig. 6). «

Furthermore, we refer back to the individual terms of Eq. 4 in the respective paragraphs addressing the
limitation terms:

“[...] Table 1, term Pumax in Eq. 4, green area in both Fig. Sa& b [...]”
“[...] Table 1, term BT in Eq. 4, red area in Fig. 5a[...]”

“[...] see Fig. 6, shaded blue bars and term BN in Eq. 4 [...]”



“[...] see Fig. 6, shaded yellow bars and term Bl in Eq. 4][...]”

SC40: Page 17, Figure 6b) -- "Relative grazing ratio higher on diatoms" -- This is very weird, I think
this computation of grazing ratio is wrong. When I did on my MATLAB/OCTAVE analyses 1 find that
the "grazing ratio" (in fact it should be called "clearance rate" ratio) is ALWAYS higher on coccos.
And if we look at the grazing functional response we can se that it is higher than those for coccos at
any prey concentration. I think the reason is the lack of the (zgrz + sum/[Pi]) at the denominator of the
grazing computation. If you are using (zgrz + P1), instead of (zgrz + P1 + P2), that will be wrong.
Please double-check.

Please see our answer to GC2 and SC20.

SC41: Page 17, Line 1: "coccos have a lower alfa PI" -- Only 9% lower, please explicitly say so.
Agreed, we have changed the text accordingly.

SC42: Page 17, Line 2: "a generally lower chla-to-carbon" ratio (not shown) -- How much lower in
percentage? Why it is not shown?

As seen in Fig. R11 below, the annual mean carbon-to-chlorophyll ratio of diatoms between 40-60°S
varies between 50-60 mg C mg chl™ (0.017-0.02 mg chl mg C") in ROMS-BEC, while it varies
between 60-90 mg C mg chl™! (0.011-0.017 mg chl mg C™") for coccolithophores. We have added the
corresponding figure to the supplementary material, and refer to the figure in the main text, where the
modified statement now states:

“Coccolithophores have a 9% lower aPI (Table 1), a generally lower chlorophyll-to-carbon ratio (Fig.
S12) [...]”

a)
00
120 120
100 100
80 © 80 ©
(o)) ()]
€ 1S
~ ~
(&) (@]
(o)) ()]
60 2 60 g
) ’
2 g
& 40 40
e - 20 N 20
180°W 180°W

Figure R11: Annual mean surface carbon-to-chlorophyll ratios [mg C mg chl™'] of a) diatoms and b)
coccolithophores in ROMS-BEC. The black contour corresponds to a ratio of 80 mg C mg chl™.

SC43: Page 17, Line 4: "coccos are on average 2% - 3% more light limited than diatom" -- This is
basically nothing from a competitive exclusion point of view at ecological (seasonal) time scales.
Agreed. We changed the sentence as follows:

“In austral summer, the light limitation of coccolithophores is not significantly different from that of

diatoms between 40-50°S and 50-60°S respectively (4% and 1%, see Fig. 6, shaded yellow bars and
term Bl in Eq. 4).”



SC44: Page 17, Line 11: "coccos and diatom together contribute on average 87% and 95%" --
Misleading statement because diatoms clearly dominate (90% diatoms vs 10% coccos); dont plug
them together.

Thank you for this comment, but here, we add these contributions to introduce the (short) discussion
of small phytoplankton, which contribute to total phytoplankton biomass as well (see Fig. 3 in the
manuscript), thus competing for nutrients with coccolithophores and diatoms. To avoid
misinterpretation, we changed the respective part of the manuscript, which now reads:

“Coccolithophores and diatoms together contribute on average 87% and 96% to total DJFM mean

surface phytoplankton biomass between 40-50°S and 50-60°S, respectively (Fig. 3), with diatoms
constituting the majority of this biomass. This leaves 13% and 4% for small phytoplankton, whose
contribution to total biomass levels is thus of the same order of magnitude as that of
coccolithophores.”

SC45: Page 17, Line 13: "They are thus not only competing for resources between each other but
with SP as well" -- This statement is obvious; of course all phytoplankton PFT compete among them
for nutrients.

Agreed.

SC46: Page 18, Line 5: "advantage in specific growth" -- LIMITATION not RATE. This must be
clear.

In fact, coccolithophores have an advantage in specific growth RATE (see relative growth ratio, black
line in Fig 5a &b, as well as blue compared to red line in panel e&f).

SC47: Page 18, Line 6: "greater importance” -- Misleading, coccos are always poor competitors in
this model simulations.

Thanks for this comment. We agree with the reviewer that coccolithophores are always of minor
importance relative to diatoms between 40-60°S. However, in this sentence we only compare the
relative importance of coccolithophores between 40-50°S to that between 50-60°S. We have changed
the respective line to clarify, which now reads:

“In summary, coccolithophores have an advantage in specific growth relative to diatoms in austral
summer both between 40-50°S and 50-60°S. Comparing the two latitudinal bands, this advantage is
higher for 40-50°S, explaining the 10% greater importance of coccolithophores for total phytoplankton

biomass in this band as compared to 50-60°S (annual mean, Fig. 3).”

SC48: Page 18, Line 10: "higher specific growth rate" -- WRONG: this should say "higher specific
growth limitation"; it is *not* the same thing.

As pointed out above in our response to GC1, we are aware that these are two different things, but
here, we indeed refer to the higher specific growth rate.

SC49: Page 18, Line 11: "We calculated whether the length of the growing season is long enough' --
Good try, but wrong answer. Coccos may grow faster (in days-1) than diatoms over a very narrow
band of nutrient concentration which I dont think is even hapening on your models simulations. 1
suspect that diatoms grow faster (in days-1) than coccos everywhere in your domain and everytime in
the year. Plase double-check.

Thanks for this comment, but coccolithophore growth is indeed faster than diatom growth across 40-
60°S of our model domain for parts of the year. The respective temporal domain over which this
occurs is shown in Fig. 5a&b (black solid line) and c&d of the original manuscript. The respective
regime is associated with low nutrient conditions (see Fig. R3 for the difference in nutrient-limited
growth rates between diatoms and coccolithophores in this review in our answer to GC3), high light
levels (so that differences in light limitation between coccolithophores and diatoms are marginal, see
yellow area in Fig. 5&b of the original manuscript), and temperatures <20°C (so that coccolithophore
growth is limited less by temperature than diatom growth, see Fig. R10 in this review). Please see also



our answer to GC3 where we show that the nutrient-limited growth rate of coccolithophores is larger
than that of diatoms over large areas of the focus area of this study (especially north of 50°S), because
the model considers only the most-limiting nutrient for the growth rate calculation.

SC50: Page 18, Line 25: If grazing pressure were able to explain the mismatch between the expected
results for coccos vs diatoms (from the model) and observed ones (from the model), this could be
easily confirmed by performing a run where maximum grazing rate (gamma max) and half saturation
constant for grazing (zgrz) are the same for both coccos and diatoms. Please do it and report the
results in Supp. Material.

Thanks for making this comment. The run the reviewer is suggesting has already been included in the
analysis of our original manuscript and was termed our sensitivity run GRAZING (see Table 2 of the
manuscript). Our calculation using the simulated growth advantage of coccolithophores over diatoms
and the biomass ratio of the two at the beginning of the growth season suggests that coccolithophores
should manage to outcompete diatoms in terms of biomass between 40-50°S, but not between 50-60°S
(due to the too small advantage in growth and too large differences in biomass, see last paragraph of
section 4.5 in the original manuscript) - if there is no differences in loss rates between the two
phytoplankton types. In fact, the biomass evolution of diatoms and coccolithophores in the simulation
GRAZING confirms what our calculation and the reviewer suggest: if coccolithophores experience the
same grazing pressure as diatoms, the growth advantage of coccolithophores relative to diatoms
between 40-50°S is large enough for coccolithophores to dominate in terms of biomass towards the
end of the growth season (see Fig. R12a below). However, the growth advantage is not large enough

between 50-60°S and diatom biomass is larger than coccolithophore biomass all year round (see Fig.
R12b).

We revised this part in section 4.5 of the manuscript which now states:

“For 40-50°S, however, our calculations show that despite the 10 times higher biomass of diatoms at
the end of November (Fig. 5c), coccolithophores should outcompete diatoms at the end of March with
a 15% higher specific growth rate if loss rates are the same for both PFTs. This finding is confirmed
by the sensitivity simulation GRAZING in which diatoms and coccolithophores experience the same
loss rates (see section 4.7), and coccolithophore biomass is indeed larger than that of diatoms between

January and March for 40-50°S (not shown).”
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Figure R12: Evolution of surface PFT biomass between a) 40-50°S and b) 50-60°S for the sensitivity
simulation GRAZING.

SC51: Page 18, Line 28: "specific grazing rate on coccos"” -- it is not clear to me if this is measuring
relative "specific grazing rates" (d-1 vs d-1) or relative "specific clearance rates" (m3 * mol-1 * d-1)
vs. (m3 * mol-1 * d-1). Ideally it should measure (d-1 vs d-1) to be correct and consistent.

Please see our answer to GC1.

SC52: Page 18, Line 34: "differences in specific grazing rates between diatoms and coccos are of
similar magnitude as differences in specific growth rates" -- WRONG: You cannot compare
differences in specific clearance rates (I am not sure about the units yet; maybe [d-1] or maybe [m3 *
mol-1 * d-1]) with specific LIMITATION rates (in non dimensional [n.d.] units), even when having



them log transformed so that their both lose their original units. Make sure that "relative grazing rate"
and "relative growth rate" is based on process with units of days-1 in both cases. Otherwise they are
not comparable.

Please see our answer to GC1.

SC53: Page 19, Line 7: "During this times coccos experience a larger per biomass grazing pressure”
-- in fact coccos experience a larger per biomass grazing pressure at ALL TIMES. Please double
check and correct the text accordingly (e.g. line 10)

We thank the reviewer for this comment, but assume that confusion arises due to a misunderstanding
about the terminology used to define the grazing pressure (see comment GC1 above). We double-
checked in our results and confirm what we show in Fig. 5 a&b, as well as g&h of the original
manuscript: The per biomass grazing pressure (in [d']) as defined by equation 7 of our manuscript
(Eq. 6 in the revised version) is higher on coccolithophores during much of spring, summer, and fall
(depends on the latitudinal band), but is indeed smaller than that on diatoms in winter (as well as parts
of spring and fall for e.g. 50-60°S). This can be seen from the negative relative grazing ratio in Fig. 5
a&b, as well as the smaller clearance rate (in fact equivalent to a smaller specific grazing rate, see our
answer to SC18) in Fig. 5 g&h.

SC54: Page 19, Line 17: "Parameter Sensitivity Simulations" -- Change to "Parameter Sensitivity
Analysis" and perform the SA suggested in my General Comments. The current SA is not meaningful.
Please see our answer to GC4.

SC5S: Page 20, Line 18: "coccos are a non-negligible" -- Change to "coccos are a minor but non-
negligible"
Agreed, we have changed the text accordingly.

SC56: Page 21, Line 20: "The net sign of ... future research" -- Why future research? I think this may
actually be the most important point to be addressed by this work. Why cannot be done now?

We agree with the reviewer that this is an important point to be addressed. This is indeed ongoing
work by the first author. In order not to overload this paper, we decided to focus on the factors
controlling phytoplankton biogeography in this paper, and to study the biogeochemical implications of
the resulting phytoplankton community structure in a follow-up paper. This will allow us to give the
latter analysis the space and thoroughness it deserves.

SC57: Page 21, Line 26: "succession" -- Margalef's Mandala concept of succession implies a
temporal dominance. However coccos do never get anywhere close to dominate the biomass since
diatoms are always above 80%. Therefore the term "succession" does not apply here.

In the literature, different definitions exist for the concept termed “succession”. To our knowledge,
succession does not always have to imply dominance in terms of biomass. While Margalef (1978)
mentions the term “dominance” when talking about phytoplankton succession, he is not explicit as to
whether he refers to dominance in terms of specific growth rate or dominance in terms of biomass. He
says that “diatoms will become dominant in turbulent water rich in nutrients” — it will thus depend on
their initial relative importance for total phytoplankton biomass and on how long these conditions are
sustained whether they also become the dominant phytoplankton in terms of biomass at a given
location. Balch (2004) expanded the original mandala by Margalef describing the succession of
phytoplankton types by a day length axis to include coccolithophores. Balch (2004), as well as novel
papers such as e.g. Romagnan et al. (2015) describe the succession as an increase in abundance of the
respective phytoplankton type which does not necessarily results in a dominance of that type.

We changed the beginning of the discussion section 5.2, which now reads:

“In ROMS-BEC, coccolithophore blooms start and peak later than those of diatoms between 40-60°S
(Fig. 4), in agreement with the updated version of Margalef’s mandala by Balch (2004), predicting the
succession of these phytoplankton functional types as a result of changing environmental conditions
over time (see also Margalef, 1978).”



SC58: Page 21, Line 24: "specific growth rate" -- Change to "specific growth limitation" or compute
the correct "specific growth rate" after multiplying by umax. Currently what is higher is the nutrient
limitation "Qdim = DIN / (kdin + DIN)" term (n.d.) but not the growth rate "umax * Qdim" term (d-1)
Please see our answer to GC1.

SC59: Page 23, Figure 8: This figure is pretty but to complex -- Too many info (colors, shades,
arrows, shapes, letters, low high); I honestly don’t understand anything.

We thank the reviewer for this comment. In the revised version of the manuscript, we have updated
the original Fig. 8 (see Fig. R13 below). In the revised version of the figure, instead of showing the
specific grazing pressure on coccolithophores and diatoms through the thickness of arrows, we omitted
the arrows and introduced a second circle for each phytoplankton group, whose thickness represents
the specific grazing pressure. We included white arrows only to illustrate the coupling between the
specific grazing pressure (single-colored ring) and the relative importance of diatoms and
coccolithophores for total phytoplankton biomass (multi-colored ring), respectively.
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Figure R13: Updated version of Fig. 8 in the manuscript.

SC60: Page 25, Line 1: "pressure on less abundant” -- Change to "pressure on relatively less
abundant”.
Agreed, we have changed the text accordingly.

SC61: Page 26, Line 9: "coccos biomass is high when diatoms" -- Change to "coccos biomass is
higher"; their biomass is never high.
Agreed, we have changed the text accordingly.

SC62: Page 26, Line 11: "never exceeds that of”" -- Change to "never gets even close to" that of
diatoms.
Agreed, we have changed the text accordingly.
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Abstract. The biogeography of Southern Ocean phytoplankton controls not-enty—the local biogeochemistry -—but-atse-and
the export of macronutrients to lower latitudes and depth. Of particular relevance is the competitive interaction between coc-
colithophores and diatoms, with the former being prevalent along the “Great Calcite Belt” (40-60°S), while diatoms tend
to dominate the regions south of 60°S. To address the factors controlling coccolithophore distribution and the competition
between them and diatoms, we use a regional high-resolution model (ROMS-BEC) for the Southern Ocean (24-78°S) that
has been extended to include an explicit representation of coccolithophores. We assess the relative importance of bottom-up
(temperature, nutrients, light) and top-down (grazing by zooplankton) factors in controlling Southern Ocean coccolithophore
biogeography over the course of the growing season. In our simulations, coccolithophores are an important member of the
Southern Ocean phytoplankton community, contributing +517% to annually integrated net primary productivity south of 30°S.
Coccolithophore biomass is highest north of 50°S in late austral summer, when light levels are high and diatoms become
silieate-limited-limited by silicic acid. Furthermore, we find top-down factors to be a major control on the relative abundance
of diatoms and coccolithophores in the Southern Ocean. Consequently, when assessing potential future changes in Southern
Ocean coccolithophore abundance, both abiotic (temperature, light, attrients;pHand nutrients) and biotic factors (interaction

with diatoms and zooplankton) need to be considered.

1 Introduction

The ocean is changing at an unprecedented rate as a consequence of increasing anthropogenic CO- emissions and related
climate change. Changes in density stratification and nutrient supply, as well as ocean acidification lead to changes in phy-
toplankton community composition and consequently ecosystem structure and function. Some of these changes are already
observable today (e.g. Soppa et al., 2016; Winter et al., 2013) and may have cascading effects on global biogeochemical cy-
cles and oceanic carbon uptake (Laufkotter et al., 2016; Freeman and Lovenduski, 2015; Cermefio et al., 2008). Changes in
Southern Ocean (SO) biogeography are especially critical due to the importance of the SO in fueling primary production at
lower latitudes through the lateral export of nutrients (Sarmiento et al., 2004) and in taking up anthropogenic COy (Frolicher
et al., 2015). For the carbon cycle, the ratio of calcifying and silieifying-non-calcifying phytoplankton is crucial due to the
counteracting effects of calcification and photosynthesis on seawater pCO5, which ultimately controls CO, exchange with the

atmosphere, and the differing ballasting effect of calcite and silieate-silicic acid shells for organic carbon export.



Calcifying coccolithophores and silicifying diatoms are globally ubiquitous phytoplankton functional groups (O’Brien et al.,

2013; Leblanc et al., 2012). Diatoms are a major contributor to global phytoplankton biomass (=6-70%, Buitenhuis et al., 2013b) and
annual net primary production (40% of NPP, Sarthou et al., 2005)and-phytoplankton-biomass{~6-70%; Buitenhuis-et-al;2043b).
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In comparison, coccolithophores contribute less to global INPP

{~0-04-6% Buitenhuis-et-al;2043b)-biomass (~0.04-6%, Buitenhuis et al., 2013b) and to global NPP

However, coccolithophores are the major phytoplanktonic calcifier (Iglesias-Rodriguez et al., 2002), thereby significantly im-
pacting the global carbon cycle. Diatoms dominate the phytoplankton community in the SO (e.g. Trull et al., 2018; Swan et al.,
2016; Wright et al., 2010), but coccolithophores have received increasing attention in recent years. Satellite imagery of par-
ticulate inorganic carbon (PIC, a proxy for coccolithophore abundance) revealed the “Great Calcite Belt” (GCB, Balch et al.,
2011), an annually reoccurring circumpolar band of elevated PIC concentrations between 40°S and 60°S. In-situ observations
confirmed coccolithophore abundances of up to 2.4-10% cells ml~! in the Atlantic sector (blooms on the Patagonian Shelf),
up to 3.8-102 cells ml~! in the Indian sector (Balch et al., 2016) and up to 5.4-10% cells ml~! in the Pacific sector of the
SO (Cubillos et al., 2007) with Emiliania huxleyi being the dominant species (Balch et al., 2016; Saavedra-Pellitero et al.,
2014). However, the contribution of coccolithophores to total SO phytoplankton biomass and NPP has not yet been assessed.
Locally, elevated coccolithophore abundance in the GCB has been found to turn surface waters into a source of COs for the
atmosphere (Balch et al., 2016), emphasizing the necessity to understand the controls on their abundance in the SO in the con-
text of the carbon cycle and climate change. While coccolithophores have been observed to have moved polewards in recent
decades (Rivero-Calle et al., 2015; Winter et al., 2013; Beaugrand et al., 2012), their response to the combined effects of future
warming and ocean acidification is still subject to debate (Schliiter et al., 2014; Beaugrand et al., 2012; Beaufort et al., 2011;
Iglesias-Rodriguez et al., 2008; Riebesell et al., 2000). As their response will also crucially depend on future phytoplankton
community composition and predator-prey interactions (Dutkiewicz et al., 2015), it is essential to assess the controls on their
abundance in today’s climate.

Coccolithophore biomass is controlled by a combination of bottom-up (physical/biogeochemical environment) and top-down
factors (predator-prey interactions), but the relative importance of the two has not yet been assessed for coccolithophores in the
SO. Bottom-up factors directly impact phytoplankton growth, and diatoms and coccolithophores are traditionally discriminated
based on their differing requirements for nutrients, turbulence and light. Based on this, Margalef’s mandala predicts a seasonal
succession from diatoms to coccolithophores as light levels increase and nutrient levels decline (Margalef, 1978). In-situ
studies assessing SO coccolithophore biogeography have found coccolithophores under various environmental conditions (e.g.
Trull et al., 2018; Charalampopoulou et al., 2016; Balch et al., 2016; Saavedra-Pellitero et al., 2014; Hinz et al., 2012), thus
suggesting a wide ecological niche, but all of the mentioned studies have almost exclusively focussed on bottom-up controls.

However, phytoplankton growth rates do not necessarily covary with biomass accumulation rates. Using satellite data from
the North Atlantic, Behrenfeld (2014) stresses the importance of simultaneously considering bottom-up and top-down fac-

tors when assessing seasonal phytoplankton biomass dynamics and succession of different phytoplankton types, owing to the

0.4-17%, model-derived estimates using a variety of coccolithophore parametrizations, see O’Brien, 2015; Jin et al., 2006; Moore et al.,
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spatially and temporally varying relative importance of the physical/biogeochemical and the biological environment. Other
In the SO, previous studies have shown zooplankton grazing to control total phytoplankton biomass (Le Quéré et al., 2016),
phytoplankton community composition (Scotia Weddell Sea, Granéli et al., 1993) and ecosystem structure (Smetacek et al.,

2004; De Baar, 2005)in-the-SO, suggesting that top-down control might also be an important driver for the relative abundance

of coccolithophores and diatoms. But the role of zooplankton grazing in current Earth System models is not well considered
Sailley et al., 2013; Hashioka et al., 2013), and the impact of different grazing formulations on phytoplankton biogeograph
and diversity is subject to ongoing research (e.g. Prowe et al., 2012; Vallina et al., 2014).

While none of the SO in-situ studies directly assessed interactions of diatoms and coccolithophores over the course of the

year, some in-situ studies infer a diatom-coccolithophore succession from depleted sitieate-silicic acid coinciding with iron lev-

els high enough to sustain elevated coccolithophore abundance
(high Fe-low Si niche, Balch et al., 2016, 2014; Painter et al., 2010). In contrast to this, recent in-situ and satellite studies find
coccolithophores and diatoms to coexist rather than succeed each other throughout the growth season in the North Atlantic
(Daniels et al., 2015) and the global open ocean (Hopkins et al., 2015). In fact, large areas of the GCB have been identified as
“coexistence” areas (Hopkins et al., 2015), thereby putting into question the succession pattern predicted by Margalef’s man-
dala (Margalef, 1978) and results of in-situ studies for the SO (Balch et al., 2016, 2014; Painter et al., 2010). This highlights the
necessity to better understand the drivers and seasonal dynamics of the relative importance of coccolithophores and diatoms in
the SO before assessing potential future changes.

In this study, we use a regional high-resolution model for the SO to simultaneously assess the relative importance of bottom-
up versus top-down factors in controlling SO coccolithophore biogeography over a complete annual cycle. In particular, we
assess the role of diatoms in constraining high coccolithophore abundance and the importance of zoeplankten—micro- and

macro-zooplankton grazing for the relative importance of coccolithophores and diatoms in the GCB area.

2 Methods
2.1 Model description: ROMS-BEC with explicit coccolithophores

We use a regional, circumpolar SO setup of the UCLA-ETH version of the Regional Ocean Modeling System (ROMS, Shchep-
etkin and McWilliams, 2005; Haumann, 2016) with a latitudinal range from ~24°S-78°S and an open northern boundary. The
primitive equations are solved on a curvilinear grid: The model setup has 64 topography-following vertical levels, its horizontal
resolution for this study is %O (5.4-25.4 km) and the time step is 1600 seconds.

Coupled to this is an extended version of the ecosystem/biogeochemical model BEC (Moore et al., 2013), that we modified
to include an explicit parametrization of coccolithophores, as well as an updated formulation for sedimentary iron fluxes to
allow for temporal and spatial variability of these fluxes (Dale et al., 2015). BEC resolves the cycling of carbon, nitrogen,
phosphorus, stieate-silicon, and iron by simulating a total of 30 tracers. Besides explicit coccolithophores, it includes three

phytoplankton {plankton functional types (PFT) (diatoms, N-fixing diazotrophs, and a mixed small phytoplankton class (SP))
and one zooplankton funetional-types{PFF)PFT. Phytoplankton C/N/P stoichiometry in photosynthesis is fixed close to Red-
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Table 1. Most relevant BEC parameters for this study as used in the reference run (see section 2.2) for the four phytoplankton PFTs
coccolithophores (C), diatoms (D), small phytoplankton (SP), and diazotrophs (N). Z=zooplankton, P=phytoplankton, PI=photosynthesis-

irradiance.

Parameter Unit Description C D SP N
Mmax d-t max. growth rate at 30° C 3.8 4.6 3.6 0.9
Q10 temperature sensitivity 145 1.55 1.5 1.5
knos mmol NNm’:” half-saturation constant for NO3 0.3 0.5 0.1 1.0
knH4 mmol Nmm"q’ half-saturation constant for NHy4 0.03 0.05 0.01 0.15
kpos mmol &m’s half-saturation constant for PO4 0.03 0.05 0.01 0.02
kpop mmol &m*S half-saturation constant for DOP 0.3 09 026 0.09
kre ﬁmelrwglf\ﬁeNm’g half-saturation constant for Fe 0.10 0.12 0.08 0.08

ksios mmol Si 1 m—3 half-saturation constant for SiO3 - 1.0 - -
Qapr %?wmi initial slope of PI-curve 04 044 044 038
Ymax d—! max. growth rate of Z grazing on P 4.4 3.8 4.4 2.0
Zgrs mmol g m~3 half-saturation constant for ingestion ~ 1.05 1.0 1.05 1.2

field ratios (17:16:1.-Anderson-and Sarmiento, 1994)

but the ratios of Fe/C/Fe, Si/C and Chl/C vary according to surrounding nutrient levels. Detrital matter is split into a non-sinking
and a sinking pool, with ballasting of the latter by atmospheric dust, biogenic silica or calcium carbonate (Armstrong et al.,
2002). Dissolved inorganic carbon (DIC) and alkalinity are included to complete the cycling of carbon in the model.

The phytoplankton PFTs differ with respect to their maximum growth rate (timax ), temperature (Q19) and light (apr) sensi-
tivities, half-saturation constants for nutrient uptake (k), as well as grazing preferences by zooplankton (7yy,ax, Table 1). The SO
coccolithophore community appears to mainly consist of the ubiquitous Emiliania huxleyi (mainly the lightly calcified mor-
photype B/C, see e.g. Saavedra-Pellitero et al., 2014; Krumhardt et al., 2017) and parameter values used for coccolithophores
here are based on available data of this species in the literature, both from in-situ and laboratory studies (Daniels et al., 2014;
Heinle, 2013; Buitenhuis et al., 2008; Zondervan, 2007; Nielsen, 1997; Le Quéré et al., 2016, and references therein). Based
on the available information, parameter values for coccolithophores lie between those of diatoms and SP (Table 1). Due to their
smaller size, coccolithophores have-a-highernutrient-affinity-are less nutrient limited at low nutrient concentrations (smaller
half-saturation constants, Eppley et al. (1969)) and have a smaller maximum growth rate than diatoms (Buitenhuis et al., 2008).
Coccolithophores grow well at high light intensitiesand-at-a-range-of-different-temperaturess-but-have-, but been shown to be
light-inhibited at low light levels (<1 W m~2, Zondervan, 2007 )and-. In addition they tend to reduce their growth at low tem-
peratures (<6°C, Buitenhuis et al., 2008). For this study, we use a constant calcite-to-organic matter (CaCO3:C,,.4) production

ratio for coccolithophores of 0.2 (SO Emiliania huxleyi B/C, Miiller et al., 2015). Previous work has shown this ratio to vary

117:16:1 for diatoms, coccolithophores, and SP, 117:45:1 for diazotrophs, Anderson and Sarmiento, 1994; Letelier and Karl, 1998
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from 0.1-0.3 across environmental conditions for the SO morphotype of Emiliania huxleyi (Krumhardt et al., 2017), and we
assess the sensitivity of integrated annual calcification estimates to this ratio in section 4.2.

In BEC, phytoplankton are grazed by a single zooplankton PFT, comprising characteristics of both micro- and macro-
zooplankton (Moore et al., 2002; Sailley et al., 2013). The single zooplankton PFT grazes on all phytoplankton PFTs using
a Holling-Type-Holling type II ingestion function (Holling, 1959). This is in contrast to earlier versions of BEC, wherein a
Holling t

the formulation was already changed to a Holling type 1l ingestion function in previous, more recent applications of BEC

Moore et al., 2013, Matthew Long, pers. comm.). Microzooplankton exert the biggest grazing pressure on coccolithophores,
possibly mainly through non-selective grazing for species like Emiliania huxleyi (Monteiro et al., 2016). In BEC, we assign

e III ingestion function was used (see e.g. Moore et al., 2002). While not explicitly stated in the published literature

the same maximum zooplankton growth rate (7,4, Table 1) for feeding on SP and coccolithophores, thereby assuming that
only differences in their absolute biomass concentrations leads to differences in grazing pressure, not the absence/presence of a
coccosphere. In contrast, diatoms are mainly grazed by larger, slower-growing macrozooplankton (lower 7,y 4., Table 1). A full
description of the model equations regarding phytoplankton growth and loss terms can be found in section 3 and in appendix
B.

2.2 Model setup & baseline simulation

At the surface, ROMS-BEC is forced by daily fluxes of momentum, heat and freshwater constructed from ERA-Interim data
(Dee et al., 2011). These fluxes are obtained by first calculating monthly climatological fluxes from 1979-2014 and then adding
daily anomalies of the year 2003 to account for higher-frequency variability. The surface freshwater flux is corrected for river
runoff, sea ice formation and melting (Haumann, 2016), and dust deposition (Mahowald et al., 2009) is scaled by the monthly
climatological sea ice cover.

At the open northern boundary, the model is forced with monthly climatological fields for all tracers. Current velocities are
taken from SODA (Simple Ocean Data Assimilation, version 1.4.2, Carton and Giese, 2008), temperature and salinity from
WOA (World Ocean Atlas 2013, 0.25° horizontal resolution, Locarnini et al., 2013; Zweng et al., 2013). For BEC, WOA data
are used for macronutrients (1° horizontal resolution, Garcia et al., 2013b) and oxygen (1° horizontal resolution, Garcia et al.,
2013a), GLODAP data for DIC and alkalinity i j
(Global Ocean Data Analysis Project version 2, Lauyset et al., 2016). Dissolved iron, ammonium and dissolved organic car-

bon, nitrogen, phosphorus and iron fields are from climatological model output from the global model CESM-BEC (Yang

etal., 2017). Phytoplankton chlorophyll biomass fields are taken from a climatological surface chlorophyll field (NASA-OBPG,
2014b) using a constant partitioning of the different phytoplankton PFTs to total chlorophyll everywhere at the boundary (SP:
90%, diatoms: 4.5%, coccolithophores: 4.5%, diazotrophs: 1%) and then extrapolating to depth according to Morel and Berthon
(1989). Phytoplankton carbon biomass fields are then derived using a constant carbon-to-chlorophyll ratio of three-36 mg C

(mg chl) ! for diatoms and five-60 mg C (mg chl) ! for all other PFTs (Sathyendranath et al., 2009). To minimize model drift
in the physical parameters, sea surface temperature (Reynolds et al., 2007) and salinity (Good et al., 2013) fields are restored
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wherever sea ice is absent, with a restoring time scale of 45 days for salinity and a spatially and temporally varying sensitivity
of the surface heat flux to sea surface temperatures (Haumann, 2016). No restoring is applied to the biogeochemical tracers.
The model is first spun up from rest for velocity in a physics-only setup for 30 years and subsequently for another 10 years
in the coupled ROMS-BEC setup. All tracers are initialized using the same data sources for initial fields as used for the lateral
boundary forcing. The reference simulation analyzed in this study is run for 10 years after the coupled ROMS-BEC spinup, of
which only a daily climatology of the last 5 years is analyzed. To capture 5 full seasonal cycles at high southern latitudes, we
calculate the climatology from 1 July of year 5 until 30 June of year 10 of the simulation. Ultimately, we focus the analysis in

this study on the area south of 30°S to minimize potential effects of the open northern boundary on biomass distributions.
2.3 Sensitivity simulations

We perform a set of sensitivity simulations to assess the sensitivity of SO coccolithophore biogeography to choices of model pa-

rameters, parametrizations, and biases in the physical fields (Table 2). Atfirst-we-conseecutively-setthe-differentcoeceolithophore
parameters-We conduct fourteen simulations grouped in three sets: First, we adjust each of the coccolithophore parameters
step by step to the corresponding diatom value (run 1-9). Thereby, we can directly assess the impact of differences between
coccolithophores and diatoms in each of the model parameters on the relative biomass of coccolithophores. For all simu-

lations, we then—quantify the sensitivity as a change of each PFT’s annual mean surface biomass, focusing particularly on
coccolithophores in section 4.7.

Second, we assess-the-performed two additional sensitivity simulations (run 10 & 11 in Table 2) to assess the effect of
biases in the physical fields (temperature and mixed layer depth) on coccolithophore biogeography. To do this, we reduce
20% (to counteract bias in MLD, run 11) everywhere for the biological subroutine only.

Third, we assess the sensitivity of the results to the chosen grazing formulation by performing two-three additional simula-
tions: We first replace the Holling type II ingestion term (Eq. 5) by a Holling type III term (run10;,—Helling;1959)
(run 12, Holling, 1959). Thereby, the grazing pressure is decreased on prey in low concentrations. We then add-an-active-prey
in the original Holling type II formulation in-(Eq. Sse-that-the-grazing-pressure-is-linearly-proportional-to-each-phytoplankten
. To do so, we first scale the grazing rate on phytoplankton i linearly with the PFT’s relative impertancefor-contribution to
total phytoplankton biomass (run +13), and ultimately constrain the grazing rate on phytoplankton i by total phytoplankton
biomass in the Holling type II ingestion function (run 14). Similarly to the simulation using a Holling type III ingestion term,

we expect the less abundant PFTs to profit most in both of these simulations, as relatively, more of the total grazing pressure

acts on the most abundant PFT (Vallina et al., 2014).




Table 2. Overview of sensitivity simulations. 1-9: Sensitivity of simulated coccolithophore-diatom competition to chosen parameter values of
coccolithophores. See Table 1 for parameter values of coccolithophores in reference run. 10-11: Sensitivity of simulated biogeography to the
chosen-grazingformutation—+2-13+Sensitivity-to-biases in temperature and mixed layer depth. 12-14: Sensitivity of simulated biogeography
to_the chosen grazing formulation. C=coccolithophores, D=diatoms.

Competition Run Name Description
1 GROWTH Set S ax to 2
2 ALPHAp; Set a5y to aB;
3 Q10 Set Q) to QR
4 GRAZING Set fy,(f,ax and zgrz to %]ﬁax and ngrZ
5 IRON Set k&, to k2,
6 SILICATE Limit coccolithophore growth by sitieatesilicic acid by using
ksios
7 NITRATE Set ko3 and kS, to kRoz and kR,
8 PHOSPHATE Set kS0, and kSop to ko, and kBop
9 NUTRIENTS Set all KRy srient 10 KRutrient
Biases Run Name Description
TEMP Reduce temperature in BEC subroutine by 1°C everywhere
1210
MLD Reduce incoming PAR in BEC subroutine by -20% everywhere
4311
Grazing Run Name Description
HOLLING_III o '
p/ipi . p’t .
w& Wﬁﬂd’@ﬁm‘ﬂ%lnstead of Eq.
ACTIVE_SWITCHING
H13
14 HOLLINGII_SUM_P




10

15

20

All sensitivity runs start from the common spin up described in section 2.2 and only differ in their respective settings within

BEC (Table 2). As for the control run, each simulation is run for 10 years of which the average over the last 5 years is analyzed.

3 Analysis framework: Factors controlling phytoplankton growth & loss

To disentangle the effect of the different controlling factors, relative growth and grazing ratios are computed as introduced by

Hashioka et al. (2013) and outlined in the following. In BEC, phytoplankton biomass P’ ((mmol C m~3],i € {C,D,SP,N})

is the balance of growth (u!) and loss terms (grazing by zooplankton 'yig, non-grazing mortality 7. and aggregation ., see

Appendix B for a full description of the model equations regarding phytoplankton growth and loss terms):

ap!
dt

=t Pl—(P) - P! (1)
= p' P =y (P)) - P =}, - Pl =} (P)) - P! )
with the specific phytoplankton growth x' [d”!] being dependent on the maximum growth rate pl .. ([d~'], Table 1),

temperature (f1(7"), Eq. BS), nutrient availability (¢'(N), Eq. B8; nitrate, ammonium, phosphorus and iron for all PFTs,
sitieate-silicic acid for diatoms only) and light levels (h'(I), Eq. BY; following the growth model by Geider et al. (1998)) :

H = finay  £1(T) - g'(N) -1 (I) €)

The non-dimensional relative growth ratio uirjel between two phytoplankton types ¢ and j, e.g., diatoms and coccolithophores,

can then be defined as the log of the ratio of their specific growth rates (Hashioka et al., 2013):

D
DC 1%
Fre = log
1 MC
D D D D
. /1'111}1)( ILLHI X f (T) f (T)
=loe ) e, MO o) e
_ FPmax
g’ (N gP(N) WP (1), hP(I)
log 2 1 log ——%1 4
108 o) 8 go () T he(n) 8 RO @
N—— N——
By B
In this equation, the terms ) , Bn. and By describe the log-transformed differences in the maximum growth rate

temperature limitation V), and light limitation /() between diatoms and coccolithophores, which

in sum give the difference in the relative growth ratio x>, If ugf is negative, the specific growth rate of coccolithophores is

larger than that of diatoms and bottom up factors promote the dominance of coccolithophores over diatoms (and vice versa).

T'), nutrient limitation

Based on chosen parameter values for coccolithophores and diatoms in ROMS-BEC (see section 2.1 and Table 1), coccol-
ithophores grow better than diatoms when nutrient concentrations are low and irradiance is high (towards the end of the
growth season). Simultaneously, coccolithophores are limited less by the ambient temperature than diatoms. Since the coccol-

ithophores’ maximum growth rate is lower than that of diatoms (Table 1), ideal environmental conditions, i.e., low nutrient
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concentrations and temperature, as well as high light levels, are required for coccolithophores to overcome this disadvantage
and to develop a higher specific growth rate than diatoms. Whether the resulting ,urel is positive or negative at any given
location and point of time will therefore-depend on the complex interplay of the physical and biogeochemical environment at
every location.

The specific grazing rate wig [mmol C m~2 d~!] of the generic zooplankton on the respective phytoplankton i is described
by the Holling II-type function:

) . . P
Vg = Vmax ' L (T)'Z'F ©)

with Z being zooplankton biomass [mmol C m 3], f%(T') the temperature scaling function (Eq. B13), 7},,, the maximum
growth rate of zooplankton when feeding on phytoplankton i ([d~'], Table 1), zgrz the respective half-saturation coefficient

for ingestion ([mmol C m—?], Table 1) and P"' the phytoplankton biomass [mmol C m~?], which was corrected for a loss

°l.
threshold below which no losses occur (prey refuge, Eq. B11). Yttimately,-the-

To assess differences in biomass accumulation rates between different PETs, we compute biomass-normalized specific
grazing rates ¢! [d'] of phytoplankton i as the ratio of the specific grazing rate and the respective phytoplankton’s biomass
P

—
i 6
©=pi (6)

The higher this rate, the more difficult it is for a phytoplankton 7 to accumulate biomass. Consequently, the non-dimensional
relative grazing ratio fyigjml of phytoplankton ¢ and 7, e.g. diatoms and coccolithophores, is defined as (Hashioka et al., 2013):

C/PC C
Yerel =108 555 \D/PD D ()

If 7?,5;1 is negative, the specific grazing rate on diatoms is larger than that on coccolithophores and grazing promotes the
dominance of coccolithophores over diatoms (and vice versa). While the maximum grazing rate is larger on coccolithophores
than on diatoms (see section 2.1 and Table 1), the interplay with biomass concentrations at any given location and point of
time will decide whether 7 rel is positive or negative, i.e. whether the strength and direction of the grazing pressure favors

coccolithophores or diatoms.

In contrast to Hashioka et al. (2013), who analyzed the relative growth/grazing ratio at the time of the annual maximum total

chlorophyll concentration, we analyze them as a function of time to assess temporal variability in the controls on phytoplankton
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Table 3. Comparison of ROMS-BEC based phytoplankton biomass, production, calcification and export estimates with available observations

(given in parentheses). See Table A1 for data sources.

ROMS-BEC (Data)

30-90°S 40-60°S 60-90°S
Surface chlorophyll biomass total, annual mean [Gg chl] 39:95-48.98 (34.52) +5:72-19.70 (17.14) 19:67-24.54 (9.49)
Coccolithophore carbon biomass ~ 0-200m, annual mean [Pg C] M@%MM 0.001-0.03) 0:6055-0.006_ 0:6067-0.001
Diatom carbon biomass 0-200m, annual mean [Pg C] GMMM: 6:643-6-750.10-0.94) 0:03750.042 6:6248-0.029
NPP PgCyr ! +5:716.9 (12.1-12.5) 8:69-8.8 (5.8-6.2) 2:62.9 (0.68-1.7)
Coccolithophores [%] +47-16.5 +6:9-12.1 0307
Diatoms [%] 64:662.2 75:8-74.2 88:2-87.0
SP [%] 197203 +3:2-13.5 +H-6-12.3
Calcification PgCyr! 0:46-0.56 (0.79) 0-48-0.21 (0.45) 0.004 (0.15)
POC export at 100m PgC yr_1 2:88-3.08 (2.3-2.96) +64-1.78 (1.18-1.98)  6:53-0.63 (0.21-0.24)
PIC export at 100m PgCyr ! 6:36-0.16 (0.52) 6-+-0.06 (0.28) 6:662-0.001 (0.10)
PIC:POC export ratio at 100m - 6-46-0.05_ 0:67-0.03 6:605-0.002

! The reported estimates from the MAREDAT data base in Buitenhuis et al. (2013) are global estimates of phytoplankton biomass.

competition. We particularly focus on the interplay between coccolithophores and diatoms, as maximum coccolithophore abun-

dance in the SO may be facilitated by declining diatom abundance ¢

indicated by depleted silicic acid levels, see e.g. Balch et al., 2014).

4 Results
4.1 Model evaluation

Phytoplankton growth directly responds to the physical and biogeochemical environment (Eq. 3), which is why systematic
biases in the underlying bottom-up factors have to be assessed to understand biases in simulated phytoplankton biogeography
and phenology. The data sets used for the model evaluation are presented in Table A1, a more detailed description is found in
the supplementary material.

In ROMS-BEC, SST is on average 0.9°C/0.2°C too high and the ML is 1m/5m too shallow in austral summer south/north
of 60°S, respectively (Fig. S1), leading to an overestimation of phytoplankton growth (Fig. S1-S3). Macronutrients in ROMS-
BEC are generally too low at the surface compared to WOA data (especially south of 60°S, Fig. S1 & S2), caused either by
too much nutrient uptake by phytoplankton, too little nutrient supply from below, or both.

Total SO summer surface chlorophyll in ROMS-BEC reproduces the general south-north gradient as detected by remote
sensing (Fig. 1a & b), with highest values above 10 mg chl m~3 in our model in areas close to the Antarctic continent and
lower concentrations of around 0.1 mg chl m~3 north of 40°S. However, integrated over 30-90°S, ROMS-BEC overestimates
annual mean satellite derived surface chlorophyll biomass estimates by +5:7%40-42% (49 Gg chl in ROMS-BEC compared to
34.5 Gg chl in satellite product, Table 3 and Fig. S2) and satellite derived NPP by 25:6-29-8%(15-7-35.2-40% (16.9 compared
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Figure 1. Biomass distributions for December-March (DJEM). Total surface chlorophyll [mg chl m~2] in a) ROMS-BEC and b) MODIS-
Aqua climatology (NASA-OBPG, 2014a), using the chlorophyll algorithm by Johnson et al. (2013). ¢) & e) Mean top 50 m ¢) coccolithophore
and e) diatom carbon biomass [mmol C m~2] in ROMS-BEC. Coccolithophore and diatom biomass observations from the top 50 m are
indicated by colored dots in c) & e), respectively. d) & f) Mean top 50 m zonally averaged d) coccolithophore and f) diatom carbon biomass
[mmol C m~3], binned into 5° latitudinal intervals for ROMS-BEC (line) and observations (bars). The grey bars denote the standard deviation
of the observations. The lower panels show the number of observations used to obtain the bars in the respective upper panels. Note that a)-
b) are on the same scale, while the scales in panels c¢)-f) are different. For more details on the biomass validation, see Table Al and the

supplementary material.

to 12.1-12.5 Pg C yr—!, Table 3 and Fig. S2 & S3). This overestimation is mainly driven by the area south of 60°S (NPP and
surface chlorophyll are overestimated by a factor 3-and-22-4 and 2.5, respectively), while between 40-60°S, surface chlorophyll
biomass is in-fact-underestimated-by-8overestimated by only 15% (Table 3 and Fig. S2).

The overestimation of phytoplankton production can at least partly be attributed to biases in SST and MLD promoting
phytoplankton growth (see also discussion section 5.4). However, data coverage south of 60°S, an area almost completely
covered by sea ice every year, is low (Holte et al., 2017, their Fig. 1), impeding the assessment of model performance and

the attribution of the production/biomass bias to underlying physcial fields in this area. Additionally, satellite derived surface

11
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chlorophyll and NPP fields are known to be associated with significant errors in high latitudes due to low sun elevation,
clouds or sea ice cover, complicating model assessment (Gregg and Casey, 2007b). In addition to the underlying physical
and biogeochemical fields, phytoplankton biomass is also controlled by loss rates (Eq. 2). Since production-is-overestimated
the overstimation of production between 40-60°S in ROMS-BEC compared to satellite derived estimates ;—the-coneurrent
underestimation-is higher than the overestimation of surface chlorophyll biomasshints-tewards-everestimated-phytoplankton
losses-for-this-area-, phytoplankton losses in the area are probably overestimated (see also discussion section 5.4).

4.2 Quantifying the importance of SO coccolithophores for biogeochemical cycles

+1-Our simulations with ROMS-BEC ;-the-yield an annual mean SO coccolithophore carbon biomass within the top 200 m s
0:642-of 0.013 Pg C (Table 3);-which-, This is within the globally estimated range based on in-situ observations (0.001-0.03 Pg
C, see O’Brien et al., 2013) and suggests that SO coccolithophores contribute substantially to global coccolithophore biomass.
Total NPP-in- ROMS-BEC simulated NPP south of 30°S is +5:7-16.9 Pg C yr~! with diatoms contributing 64-662.2%, small
phytoplankton +9:720.3%, coccolithophores +4-716.5% and diazotrophs 1%. Compared to previous global estimates, annual
coccolithophore NPP south of 30°S alone (2:3-2.8 Pg C yr-1) accounts for 3-5-4:54.3-5.5% of total global NPP (58+7 Pg C
yr~!, Buitenhuis et al., 2013a). Modeled integrated calcification amounts up to 6:46-0.56 Pg C yr~! south of 30°S (using a
CaCO3:C,,¢ production ratio of 0.2 for coccolithophores). Applying the full experimental range of CaCO3:C,,, production
ratios of SO Emiliania huxleyi (0.1-0.3, Krumhardt et al., 2017), and accounting for the relative error associated with the
satellite calcification estimate (18.75% based on global data, Balch et al., 2007), the model estimate (6:23-0-69-0.28-0.84 Pg
C yr—!) falls within the range estimated from satellite observations (0.64-0.94 Pg C yr~!, obtained using Eq. 1 in Balch et al.
(2007) with satellite sea surface temperature, chlorophyll and PIC concentrations from NASA-OBPG (2014c,a,d), see section
S1 in supplementary material). Compared to global satellite derived estimates, the simulated calcification estimate south of
30°S accounts for +9%+8-14-35:424% (9.8-43.1%) of global calcification.

The ratio of particulate inorganic (calcite) to organic carbon exported to depth (PIC:POC ratio, typically reported at depths
of ~100m) is important for the long-term fate of atmospheric COs. In ROMS-BEC, PIC and POC export south of 30°S are 0-3
0.16 Pg C yr—! and 2:88-3.08 Pg C yr~', respectively. Accounting for the uncertainty in the CaCO3:Coye production ratio of
coccolithophores (Krumhardt et al., 2017), the average PIC:POC export ratio is 6-4+0.05 -6-36(0.03-0.08), which is in the same
range as previously estimated for the global mean export ratio (0.0640.03, Sarmiento et al., 2002). The simulated PIC:POC
export ratios #-ROGMS-BEC-are highest on the Patagonian Shelf (6:66-6-19-0.04-0.11 for the annual mean, 6-+6-6-31-0.05-0.15

for summer mean only, not shown) where coccolithophore biomass is highest (see section 4.3), consistent with the elevated

PIC:POC export ratios reported for this area by-Baleh-et-al-2046;up-te-033inJanuvary)(up to 0.33 in January, Balch et al., 2016).

4.3 Phytoplankton biogeography and community composition in the SO

Summer-The simulated summer biomass distributions of coccolithophores and diatoms show distinct geographical patterns in
the top 50 m of the water column i ROMS-BEC-(Fig. 1c & e). Coccolithophore biomass is highest in a broad circumpolar

band between 35-60°S with maximum concentrations of 2:8-3.9 mmol C m~2 on the Patagonian Shelf and a rapid decline south

12
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Figure 2. a) Spatial distribution of phytoplankton communities in ROMS-BEC: Diatom-dominated phytoplankton community vs. mixed
communities with signifieantsubstantial contributions of coccolithophores and small phytoplankton. Communities in which neither coccol-
ithophores (C) contribute >20% (blue) nor diatoms (D) >80% (red) to total annual NPP are classified as mixed communities (grey). b)-c)
Annual mean most limiting nutrient for b) coccolithophore and ¢) diatom growth rates at the surface. For small phytoplankton, the nutrient

limitation pattern south of 40°S is generally the same as for coccolithophores (not shown).

of 60°S (Fig. 1c & d). This pattern is broadly confirmed by observations: The latitudinal range of elevated coccolithophore
biomass in the model agrees well with the observed location of the GCB (Balch et al., 2011), an area of elevated PIC levels
between 40-60°S which has frequently been linked to high coccolithophore abundance (Trull et al., 2018; Balch et al., 2016;
Saavedra-Pellitero et al., 2014; Poulton et al., 2013; Hinz et al., 2012). Maximum coccolithophore abundances in the upper
50 m of the water column of up to ~2500 cells ml~! (2.7 mmol C m~3) have been reported for the Patagonian Shelf (Fig.
1c; Balch et al., 2016, biomass conversion following O’Brien et al., 2013). However, we find a systematic overestimation of
simulated coccolithophore biomass north of ~40°S and substantial scatter in the model-observation agreement (Fig. 1d & S4).
The latter is expected when a model climatology is compared to in-situ observations, with an uncertainty of up to 400% due to
the biomass conversion (see section S1).

In contrast to coccolithophores, the simulated diatoms biomass is highest south of 60°S with maximum concentrations
of +7:2-16.9 mmol C m~3 at 75°S in-ROMS-BEC(top 50 m mean), and rapidly declines north of 60°S (Fig. le & f).
Satellite derived diatom chlorophyll generally confirms this south-north gradient in—diatem—biemass—(Soppa et al., 2014).
Maximum summer in-situ biomass in the upper 50 m of the water column increases from 2.7 mmol C m~3 north of 40°S

to 13.6 mmol C m—2 south of 60°S (Fig. le).
(Seppti eg 11 > !" Vi S eempafifeﬂ Het “'he‘*lﬂ)
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Figure 3. Relative contribution of the four phytoplankton PFTs to total surface chlorophyll biomass [mg chl m~3] for a) 40-50°S, b) 50-
60°S and c) south of 60°S. Shaded areas (right axis) depict the contribution of diatoms to total surface chlorophyll derived from monthly
climatological MODIS-Aqua chlorophyll (Johnson et al., 2013) using the algorithm by Soppa et al. (2016). For months without shading, no

satellite data were-are available.

substantial uncertainty of the observational estimates (165% for the carbon biomass in Fig. 1f, on average at least 20% for satel-
lite derived chlorophyll estimates in Soppa et al. (2014)), this-overestimation-mightalse-be-due-te-both in-situ observations (Fig.
1) and satellite derived diatom chlorophyll (Soppa et al., 2014, comparison not shown) suggest an overestimation of surface
diatom biomass in ROMS-BEC south of 60°S during austral summer. However, this overestimation in the model can partly be
explained by biases in the underlying physics (see section 4.1)-er-, with maximum diatom biomass south of 60°S being 1.5%
and 113% lower in the simulations TEMP and MLD, respectively). Additionally, missing ecosystem complexity -due-to-cither

o n RON RE

within the zooplankton

compartment of ROMS-EBC probably adds to the overestimation of high latitude phytoplankton biomass as well (Le Quéré et al., 2016).

In their model, Le Quéré et al. (2016) only simulate total chlorophyll levels comparable to those suggested by satellite observations

when including slow-growing macro-zooplankton as well as trophic cascades within the zooplankton compartment of their

model, while overestimating satellite-derived chlorophyll levels otherwise.
CHEMTAX data (based on HPLC data) support the simulated gradient from a clearly diatom dominated community south

of 60°S to a more mixed community north thereof with a south-north increase of the coccolithophore contribution (maximum
contribution of >20% of total NPP north of 45°S, see Fig. 2a&Fig-3) for the Western Atlantic sector of the SO (=0% south
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of 60°S, up to 70% at around 40°S in fall, Swan et al., 2016) and for the Eastern Indian sector (<4% south of 60°S up to
~18% at 40°S in summer, Takao et al., 2014). In available HPLC data for the SO, diatoms make up between 70-90% of the
total summer phytoplankton chlorophyll biomass south of 60°S (Swan et al., 2016; Takao et al., 2014). " ROMS-BECthe
Our simulated summer phytoplankton community south of 60°S is often almost solely composed of diatoms (Fig. 2a & Fig.

3¢).

In summary, ROMS-BEC reproduces the spatial patterns of SO phytoplankton biomass and community composition reasonably

well. Summer coccolithophore biomass is highest north of 50°S, an area coinciding with the observed GCB, in which several

PFTs coexist in our simulation;-whereas—. In contrast, diatom biomass peaks south of 60°S, where they dominate the com-

the-SO(>80% of total NPP, see Fig. 2a).

4.4 Bloom characteristics & seasonal succession

Generally, with increasing latitude, coccolithophore blooms in ROMS-BEC start and peak later (Fig. 4a & b) and the bloom
amplitude decreases (Fig. 4c). Between 40-50°S, where their maximum in absolute biomass is located (up to 2:8-3.9 mmol
C m~3, Fig. 1c), coccolithophore blooms in ROMS-BEC start in week 20-(Nevember17 (October) and peak in week 24-25
(December, at about 8:65-0.06 mg chl m~3, Fig. 4a). Peak coccolithophore biomass thereby precedes the maximum contri-
bution of coccolithophores (2129%) to total surface phytoplankton biomass in early February (Fig. 3a). Between 50-60°S,
coccolithophore blooms start in week 29 (January). Coccolithophores contribute up to 10% to total phytoplankton biomass in
late February in our model (Fig. 3b), coinciding with peak absolute biomass of 6:645-0.019 mg chl m~® in week 35-32 (Fig.
4b).

As for coccolithophores, the diatom bloom onset and peak times are later at higher latitudes (Fig. 4a & b). However, in
contrast to coccolithophore blooms, the diatom bloom peak increases with latitude (Fig. 4c). Diatom blooms start in week
S-and-7-9 (August) and peak in week +8-23 and 20 (November, at 6-:65-and+5-0.8 and 2.3 mg chl m~?) between 40-50°S
and 50-60°S, respectively (Fig. 4a & b). Thereby, diatom blooms precede coccolithophore blooms in ROMS-BEC. In our
model, diatoms dominate total phytoplankton biomass everywhere south of 40°S (Fig. 2a) and diatoms therefore dominate
total chlorophyll bloom dynamics.

Overall, the timing of bleems-of-cocecolithophores-the coccolithophore blooms agrees well with observations, but blooms of
diatoms tend to start and peak too early and at too high chlorophyll concentrations in ROMS-BEC when compared to satellite
estimates (especially south of 60°S, not shown). More specifically, PIC imagery (a proxy for coccolithophore abundance)
suggests annual peak concentrations for December and January for 40-50°S and 50-60°S (NASA-OBPG, 2014c), comparing
well with the simulated peaks in December and Februaryin ROMS-BEE. Soppa et al. (2016) find diatom biomass to peak
around mid-December (40-60°S) and between mid-January and mid-February south of 60°S, about 1-2 months later than in

our simulation. Additionally, while the simulated peak diatom chlorophyll biomass is close to the value suggested by Soppa
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Figure 4. Phase diagram of daily surface diatom and coccolithophore chlorophyll biomass [mg chl m~3] for a) 40-50°S and b) 50-60°S.
The colors indicate the time of the year (given in weeks) and the arrow indicates the course of time. Bloom start, bloom end, and bloom
duration are marked with arrows on the colorbar showing time evolution from July-June for diatoms and coccolithophores, and bloom peak is
drawn directly into the phase diagram. ¢) Sketch of diatom and coccolithophore chlorophyll biomass evolution [mg chl m 3] for the different
latitudinal bands. Lowest biomass in bottom left, arrows indicates temporal evolution. For details on the definition of the bloom metrics, see

the supplementary material.

et al. (2016) for 40-60°S (0-27-0.4 vs. 0.25 mg chl m~—?), the simulated peak diatom chlorophyll biomass is fivefold-sixfold
higher south of 60°S (not shown).

Despite these discrepancies, the simulated succession pattern of diatoms and coccolithophores agrees with that suggested for
the GCB. In-situ studies for the GCB area have inferred the succession of diatoms by coccolithophores from depleted silieate
silicic acid levels coinciding with high coccolithophore abundance between 40°S-65°S, especially for the Patagonian Shelf
(Balch et al., 2016, 2014; Painter et al., 2010), supporting the seasonal dynamics simulated by ROMS-BEC. In the following
sections, we assess the controlling factors of the simulated spatial and temporal variability, with a particular focus on the
biogeography of coccolithophores and their interplay with diatoms. For this, we restrict the discussion to the latitudinal bands

between 40-50°S and 50-60°S, where coccolithophore biomass is highest (see section 4.3).
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4.5 Bottom-up controls on coccolithophore biogeography

40-50°S 50-60°S
0.5 — 0.5 —_—
A
S
[J]
g 23 g e
© 8 c 8 € €
£ £P g2
58 o X B
5 5 S 5 =
O o O o Ly
> > Z 2 v Q
5% 5% =
[T [ ; €29
I temperature (B,) [] light (B) == :{ic?zﬁ\:;h 3.F°J'§ g _g %
[] nutrients (By) [T Muax By muem :3.3[3?:)9 ':: s Vﬂ: g
0.5 P 05
10 ———— 10
& C &
§ g ! -/)_/./\/\—\/\_\_- % CE) T
£ 5 E,—_m\ Es
2 2 01 S 201
m E m
S £
ool ., ., —¢C 70 =S | 0.01
T, e) 5, f)
< c
2 05} € 05
S S
) 0 S o
o, = 1} h)
[0} (0]
© ©
£ £
& &
6 ol o 6 o= . . . . . . . .
D P RAS S S PN S DS D L. RA S S P A DS
P20 'R Q7 LIRS FRHTO'R Q7 WU QTS

Figure 5. (a)-(b) Relative growth ratio (solid black line) and relative grazing ratio (dashed black line) of diatoms vs. coccolithophores.
Colored areas are contributions of the maximum growth rate pmax (green), nutrient limitation (blue), light limitation (yellow) and temperature
sensitivity (red) to the relative growth ratio, i.See-e. the red area e.g. represents the term S of Eq. 4 (see section 3for-definition-of metries). (c)-
(d) Surface carbon biomass evolution [mmol C m ™3], (e)-(f) specific growth rates ([d~'], Eq. 3), and (g)-(h) elearanee-biomass-normalized
specific grazing rates ([d'], Eq. 6). For (c)-(h), coccolithophores (C) are shown in blue, diatoms (D) in red, and small phytoplankton (SP)
in green. For all metrics, left panels are for 40-50°S, those on the right for 50-60°S.
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Figure 6. Percent difference in growth rate (dark grey), growth-limiting factors (maximum growth rate pumax in green, nutrient limitation
in blue, light limitation in yellow and temperature sensitivity in red) and grazing rate (light grey) of diatoms and coccolithophores for a)
40-50°S and b) 50-60°S. Respective left bar shows the December-March average (DJFM) calculated from the non-log transformed ratios
Q@WM see Eqg. 4), the shaded right bars show the average for all other months (non-DJFM). Full seasonal cycle
is shown in Fig. 5a & b.

Phytoplankton growth rates in BEC are determined as a function of the a-maximum growth rate and surrounding environ-
mental conditions with respect to temperature, nutrient and light levels (Eq. 3). Here, we use the relative growth ratio of diatoms
versus coccolithophores as defined in Eq. 4 (Hashioka et al., 2013) in order to disentangle the effect of individual bottom-up
factors on diatom-coccolithophore competition and their relative contribution to total surface phytoplankton biomass.

In ROMS-BECthe latitudinal band between 40-50° Sis
{see-Fig—td-and-4)—The-, the relative growth ratio of diatoms vs. coccolithophores between-40-50=S-(solid black line in Fig.
Sa) is negative from the end of September until the end of April, i.e., the specific growth rate of coccolithophores exceeds that

of the diatoms (u©°¢° > yPiatoms see Eq. 4). For the four summer months (December-March, DJFM), the specific growth
rate of coccolithophores is on average +615% larger than that of diatoms (Fig. 6a, shaded dark grey bar, calculated from non-
log transformed ratios);favering-. This favors the buildup of coccolithophore relative to diatom biomass during this period,
partially explaining the comparably high biomass of coccolithophores in this region during summer. n-eomparisons_This
contrasts with the situation in the more southern latitudinal band, i.e., between 50-60°S, where the relative growth ratio of
diatoms vs. coccolithophores between-50-66=S-(solid black line in Fig. 5b) is negative for-a-shorter-time-period-only for the
period between December until mid-February)—The-speeific-growth-rate-of-coceolithophores-is-only 2% larger-than-that-of
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diatoms—in-summer-, Also the growth advantage is much smaller, amounting to only 3% during DJEM (Fig. 6b, shaded dark
grey bar);-making-. This makes it harder for coccolithophores to build up biomass relative to diatoms between 50-60°S as

compared to 40-50°S.

The relative growth ratio can be separated into the contribution of the maximum growth rate pi,,x temperatare; nutrients
and-light;-which-ail-affect phytoplankton-growth-{(8,,,.,), temperature (31), nutrients (3x), and light (4. see Eq. 4, colored
areas in Fig. 5a & b and Fig. 6). The 21% larger fi;,,x of diatoms compared to that of coccolithophores (Table 1) favors diatom
relative to coccolithophore growth all year round in the whole model domain (Fabte-tterm 3, in Eg. 4, green area in both
Fig. 5a & b is positive). Differences in the temperature limitation of diatoms and coccolithophores arise from differences in
Q10 of each PFT (Eq. BS), with coccolithophores being less temperature limited than diatoms (Table 1, term St in Eq. 4, red
area in Fig. 5a is negative). This leads to a DJFM mean growth advantage of 11% and 15% of coccolithophores relative to
diatoms for 40-50°S and 50-60°S respectively (Fig. 6, shaded red bars).

Due to their lower half-saturation constants for nutrient uptake (Table 1), coccolithophores are less nutrient limited than
diatoms, resulting in the negative blue areas in Fig. 5a & b (3924% and 7% less nutrient limited for DJFM between 40-
50°S and 50-60°S respectively, see Fig. 6, shaded blue bars and term Sy in Eq. 4). For the summer months, amongst all
environmental factors, this is the biggest differencestmutated-simulated difference between the two latitudinal bands (compare
shaded colored bars between Fig. 6a & b). The spatial pattern of the most limiting nutrient for the simulated coccolithophore
and diatom growth i ROMS-BEC(Fig. 2b & c respectively) provides the explanation for this: Between 50-60°S, iron is
the most limiting nutrient for both PFTs, but siieate-silicic acid is the most limiting nutrient for diatom growth between 40-
50°S. While coccolithophores remain iron limited, sitieate-silicic acid limitation of diatoms increases the difference in nutrient
limitation between coccolithophores and diatoms, thus explaining the greater advantage for coccolithophores between 40-50°S
as compared to 50-60°S.

In ROMS-BECour model, differences in light limitation between twe-PFEFs-coccolithophores and diatoms are controlled by
differenees-the minor difference in the sensitivity to increases of PAR at low irradiances (apr) and largely by differences in pho-
toacclimation, i.e. the ability of each PFT to adjust its chlorophyll-to-carbon ratio to surrounding light, nutrient and temperature

conditions (Eq. B9, Geider et al., 1998). Coccolithophores have a 9% lower apr (Table 1), a generally lower chlorophyll-to-

carbon ratio (netshewnFig. S12) and are less nutrient limited than diatoms (blue areas in Fig. 5a & b), all together resulting

in a stronger light limitation of coccolithophores compared to diatoms. Tn-austral-sammer—<coceolithopheres-are-on-average
2%-and-3%mere-light imited-than-diatems-While this difference largely disappears in summer (4% between 40-50°S and
mpjo 60°Sfe%peeﬁve%§gq Fig. 6, shaded yellow bars %Whﬂe«hg%ﬁppe%e&ffee%ﬂae—re&ﬁveﬂmpeﬁ&neeﬂf
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Coccolithophores and diatoms together contribute on average 87% and 9596% to total DJFM mean surface phytoplankton
biomass between 40-50°S and 50-60°S, respectively (Fig. 3), with diatoms constituting the majority of this biomass. This
leaves 13% and 4% for small phytoplankton, whose contribution to total biomass levels is thus of the same order of magnitude

as that of coccolithophores.
largely covaries with coccolithophore biomass between 40-50°S (Fig. 5c¢), but coccolithophores outcompete SP in summer due

~SP biomass

to their higher maximum growth rate (Table 1) and growth advantages with respect to temperature, outweighing disadvantages
with respect to light and nutrients (Fig. S6A & S7A). Between 50-60°S, SP biomass is higher than coccolithophore biomass
for most of the year (Fig. 5d). Similarly to the diatom-coccolithophore interplay, coccolithophores have a growth advantage
relative to SP for a smaller time period (mid-November until April as compared to August until mid-May, Fig. S6), while it is
slightly bigger in amplitude in summer for this latitudinal band as compared to 40-50°S (68% as compared to 45%, Fig. S7B).

In summary, coccolithophores have an advantage in specific growth relative to diatoms in austral summer both between
40-50°S and 50-60°S. Comparing the two latitudinal bands, this advantage is higher for 40-50°S, explaining the 10% greater
importance of coccolithophores for total phytoplankton biomass in this band as compared to 50-60°S (annual mean, Fig. 3).
Comparing all environmental factors and the two latitudinal bands, nutrient conditions control the difference in total relative
growth ratio between 40-50°S and 50-60°S in summer, while differences in light limitation drive differences between the
summer months and the rest of the year (DJFM vs. non-DJFM, Fig. 6). However, both for 40-50°S and 50-60°S, despite
the higher specific growth rate for part of the year, coccolithophores never outcompete diatoms in terms of absolute biomass
(Fig. 5¢ & d). We calculated whether the length of the growing season is long enough for coccolithophores to outcompete
diatoms, given their biomass ratio at the end of November, as well as the DJFM growth advantage of 215%/103% (40-50°S
and 50-60°S respectively, Fig. 6) for coccolithophores, assuming no difference in loss rates between the two PFTs. We found
that for 50-60°S, the growth advantage of 23% is not large enough to result in a dominance of coccolithophores over diatoms
at the end of the growth season, given the 45-80 times higher diatom biomass at the end of November, in agreement with
the simulated biomass evolution (Fig. 5d). For 40-50°S, however, our calculations show that despite the +3-10 times higher

biomass of diatoms at the end of November (Fig. 5c), coccolithophores should outcompete diatoms at the end of March with

a—t0given their 15% higher specific growth rateif-. But this is valid only if the loss rates are the same for both PFTs. While

of-absolute-biomass—eoneentrations—This finding is confirmed by the sensitivity simulation GRAZING, wherein diatoms and
coccolithophores experience the same loss rates (see section 4.7), and coccolithophore biomass is indeed larger than that of

as—weH-Ee¢—2)—(not shown). Thus, top down control factors, and zooplankton grazing in particular, are crucial additional
factors controlling the biomass distribution and their seasonality. In the following, we will assess the importance of grazing by
zooplankton in ROMS-BEC for the relative importance of coccolithophoresbetween40-60°S.
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4.6 Top-down controls on coccolithophore biogeography

In-ROMS-BEC;-the Between 40-50°S, the simulated relative grazing ratio (see Eq. 7 and Hashioka et al., 2013) of diatoms vs.
coccolithophores betweenr40-56>S-(dashed black line in Fig. 5a) is positive from mid-September until the end of April, i.e., the
M}LWW(% /PC > vg D/ PD). For the summer months (DJFM), the-speeific
ns-this pressure is, on average, 35% larger (Fig. 6a,

shaded light grey bar), favoring the buildup of diatom relative to coccolithophore biomass. In comparison, between 50-60°S,

the relative grazing ratio of diatoms vs. coccolithophores between—-50-60>5-(dashed black line in Fig. 5b) is positive fer—a

shorter-time-period-tonly from November until end of Marchy-and-the-specifie-grazingrate-on-coccolithophoresis-. Further, the

razing disadvantage of coccolithophores is less severe, with coccolithophores experiencing "only" a 23% larger than-grazing
pressure compared to that of diatoms in-swmmer-during DJFEM (Fig. 6b, shaded light grey bar).

Overall-differencesin-These differences in the specific grazing rates between coccolithophores and diatoms are of similar
magnitude as difference-in-the differences in the specific growth rates (same scale for solid and dashed lines in Fig. 5a & b);
implying-. This implies that top-down factors are as important as bottom-up factors in controlling the relative importance of

down factors even far outweigh the bottom-up factors in favoring one group over the other, i.e.. the differences in the specific
grazing rates are three-and—H-times-two (40-50°S) and eight times (50-60°S) larger than differences in the specific growth
rates for-40-50°S-and-50-60S;respeetively-(Fig. 6)-4 i
ofthe-year.

Periods-of The periods when the coccolithophores experience a stronger grazing pressure (positive relative grazing ratios)
almost exactly overlap with perieds-of throughout the SO with periods where they tend to grow faster than the diatoms (negative
relative growth ratlosfeﬁbeﬂ%%-éé)—S—aﬁdéG-é()—S% compare solid and dashed black line in F1g S5a & b). Bﬂﬂﬂg%hese

coccolithophores and diatomsbetween

50-60°S-in-summer The balance between these two tendencies falls on the grazing side, particularly during summer, resulting.
in slower biomass accumulation rates for coccolithophores (Fig. 5g & h), resulting-in-slower-biomass-aceumulation—ratesfor
eoccolithophorespermitting diatoms to take off, despite lower growth rates.

In summary, in ROMS-BEC, lower-clearanceratesmake-diatoms-top-down control by grazing modulates and alters the
growth advantages inferred from the bottom-up controls substantially. In fact, top down controls are even the dominant factor
during certain times, making diatoms, because of their lower biomass-normalized grazing rates, overall more successful than
coccolithophores in accumulanng and sustaining h1gher biomass concentratlons—few}W

e~ Thus, at least in our model,
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the final biomasses and the relative contribution of coccolithophores and diatoms between46-60>S;-as-bottom-up-factors-alone
ecannotexplain-the-simulated-biomass-distributionsare the product of a complex interplay between the two factors.

4.7 Parameter-sensitivity-simulationsSensitivity of coccolithophore biogeography to chosen parameter values

b ) 50-60°S
C D S
GROWTH GROWTH
Alpha_PI1 Alpha_PI
Q1o Q1o
GRAZING GRAZING
IRON IRON
SILICATE SILICATE
NITRATE NITRATE
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Figure 7. Relative change in annual mean surface chlorophyll biomass of coccolithophores (C), diatoms (D), and small phytoplankton (SP)
for a) 40-50°S and b) 50-60°S for simulations assessing coccolithophore parameter sensitivities (see Table 2). Numbers of relative change

are printed if change is larger than £10%.

We assessed-assess the sensitivity of the simulated coccolithophore biogeography by performing a set of sensitivity sim-
ulations (runs 1-9 in Table 2). Annual-Between 40-60°S, annual mean surface coccolithophore biomass between<40-60°S
shows-strongest-inereases-increases the strongest for GROWTH (doubling-and-332.5 fold and 52% increase as compared to
reference simulation for 40-50°S and 50-60°S, Fig. 7) and GRAZING (2-5-times-and-253 fold and 44% increase);-supporting
. This supports our finding from sections 4.5 and 4.6 that top-down and bottom-up controls are equally important in con-
trolling SO coccolithophore biogeography. Coccolithophore biomass decreases by 25%-and—1334% and 14% for 40-50°S
and 50-60°S, respectively (with changes <10% in diatom and >30% in SP biomass), when making coccolithophore growth
more temperature limited (Q10, Fig. 7). With respect to nutrient sensitivities, only the simulation SILICATE leads to sig-
nificant changes in annual mean coccolithophore biomass for 40-50°S (decrease of 4655%, which is compensated by an
inerease-a doubling in SP biomassef-66%). Between 50-60°S, none of the simulations assessing nutrient sensitivities (runs
5-9) results in significant biomass changes (Fig. 7);eenfirming-, This confirms the minor importance of the nutrient-atfinity
of eoceolithophores-and-diatoms for-their relative-importanee half saturation constants for driving the relative importance of
diatoms and coccolithophores in this area (blue bars in Fig. 6b). Lastly, coccolithophore biogeography shows little sensitivity
to the chosen value of the initial slope of photosynthesis, i.e., apr. This confirms the result from section 4.5, namely that
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differences between coccolithophores and diatoms in light limitation are not driven by differences in erpr-this parameter (Fig.
S5). In summary, we conclude that the simulated coccolithophore biogeography is especially sensitive to the chosen maximum

growth and grazing rate ({4max and ymax, 1able 1), while it appears insensitive to aepr and all nutrient half-saturation constants,

except with-respeetto-sitieate-for the silicic acid limitation of diatoms.

5 Discussion
5.1 Biogeochemical implications of SO coccolithophore biogeography

In ROMS-BEC, coccolithophores are a ﬂeﬂ-ﬂegh@bl&Wm part of the SO phytoplankton community, con-
trlbutmg +4-717% to total annual NPP south of 30°S.

of global NPP (58+7 Pg C yr 1, Buitenhuis et al., 2013a). Our-meodelresults—suggest-thatglobally,the—contribution—-of
eoceolithophoresto-NPPThis SO contribution alone is larger than previeusty-estimated-the previously estimated contribution
of the global coccolithophore community (<2%, Jin et al., 2006; 0.4%, O’Brien 2015). Fhe-But this has to be viewed cautiously,

since the modeled coccolithophore biomass between 30-40°S, an area contributing >50% to coccolithophore production and
biomass south of 30°S in-eur-medel(Table 3), is likely an overestimate (Fig. 1d). At the same time, seuth-ef40°S;-coccol-
ithophore biomass is underestimated in the model compared to in-situ observations south of 40°S (Fig. 1d), at least partly bal-
ancing the overestimation in the north of the domain. Overall, the scarcity of the in-situ data, as well as their high uncertainty of
up to 400% (resulting from the biomass conversion from cell counts (O’Brien et al., 2013)) have to be acknowledged, making it
difficult to evaluate our model estimate. In addition, simulated coccolithophore biomass and production are prone to uncertainty
arising from the chosen parameters, and integrated coccolithophore production south of 30°S varies from +8-3:8-2-4.9 Pg C
yr~! (2:8-7:53.1-9.6% of global NPP) in our parameter sensitivity simulations (runs 1-8, except run 6, Table 2). Even while the

exact numbers from our modeling studies are uncertain, they are in agreement with previous observational studies from the SO

Smith et al., 2017; Charalampopoulou et al., 2016; Poulton et al., 2013; Hinz et al., 2012), suggesting that the contribution of

3

SO coccolithophores to global NPP is minor.

g

3

+In contrast, the impact of
coccolithophores to global inorganic carbon production (calcification) is much more substantial. Our results suggest that SO

coccolithophore calcification contributes ~+924% to global coccolithophore calcification derived from remote sensing imagery
(8-+-35:49.8-43.1% if accounting for uncertainty in CaCO3:C,,¢ production ratio of SO Emiliania huxleyi, Krumhardt et al.
(2017)). Between 40-60°S (GCB area, area of highest coccolithophore biomass concentrations in both model and observations),
the model simulates 7-5%3-8-10-88.8 % (3.7-16.2%) of global calcification;-which-is-, This is somewhat lower than the satellite
derived estimate of 18.8% (15.2-22.3%). Hewever-But in BEC, we model the rather lightly calcified SO Emiliania huxleyi B/C
morphotype (Krumhardt et al., 2017). While Emiliania huxleyi in general, and this morphotype in particular, have been shown
to dominate the coccolithophore community in the SO (Saavedra-Pellitero et al., 2014; Balch et al., 2016; Smith et al., 2017),
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other species such as the more heavily calcified Emiliania huxleyi morphotype A or C. leptoporus might locally contribute
overproportionally to total calcification, potentially contributing to the underestimation of modeled calcification. C. leptoporus
has been found to locally dominate the coccolithophore community (67.6% of the community at a station in the Pacific sector,
Saavedra-Pellitero et al., 2014) and has a generally higher CaCO3:C,, production ratio than Emiliania huxleyi B/C (0.4-3.2
Krumbhardt et al., 2017). Keeping this uncertainty in mind, we can conclude from our simulation that coccolithophores in the
GCB are likely at least as important as the surface area they cover (10.9% of global ocean area, 40-60°S), making them an
important contributor to the global carbon cycle, despite their relatively small contribution to global NPP.

In the context of carbon sequestration, the PIC:POC export ratio is crucial. i+ROMS-BEC;-we-find-that-the-Our modeled
PIC:POC export ratio is higher where and when coccolithophores are important (30-60°S, Table 3, especially on the Patagonian
Shelf, not shown), in agreement with in-situ observations by Balch et al. (2016). A higher PIC:POC export ratio possibly
enables more CO, uptake from the atmosphere due to the ballasting effect of calcite for downward transport of organic carbon.
At the same time, calcification directly increases seawater pCO2, counteracting the ballasting effect. Balch et al. (2016) found
that the abundance of coccolithophores in the GCB is high enough to temporarily and locally reverse the sign of the air-sea CO4
flux from a sink to neutral or even a source, inhibiting further CO» uptake from the atmosphere. The net sign of the combined
effect of ballasting and the direct calcification effect on air-sea CO5 exchange remains to be quantified for the GCB as a whole
in future research. Nevertheless, the relative importance of coccolithophores in ROMS-BEC implies that it is crucial to estimate
potential future change in the relative importance of coccolithophores and/or CaCO3:C,,¢ production ratio of coccolithophores

for estimating future oceanic carbon cycling in this area in general, and oceanic CO, uptake in particular.

5.2 Succession vs. coexistence: Decoupling of maximum specific growth rate and maximum biomass levels by

zooplankton grazing in ROMS-BEC

- The ROMS-BEC ;-simulated coccolithophore blooms start and peak later than those of diatoms between-40-60>5-(Fig. 4), in
agreement with the updated version of Margalef’s mandala by Balch (2004), predicting the succession of these phytoplankton
functional types as a result of changing environmental conditions over time (Margalef; 1978)(see also Margalef, 1978). At the
same time, we have seen above that the specific growth rate of coccolithophores in ROMS-BEC is higher than that of diatoms
for much of the year (40-50°S) and most of austral summer (50-60°S), respectively (Fig. 5e & f);-implying-that-therelative
importanee-. This implies that not only the spatial coexistence of coccolithophores and diatoms, but also and the timing of

their peak biomass are not-purely—controled-by-environmental-eonditionsthe result of interactions between the bottom u
and top down factors. In fact, phytoplankton specific growth rates are not largest when the respective biomass level is at its

maximum in our model (compare Fig. 5¢ & d with Fig. 5¢ & f);-. implying a decoupling between-simulated-in our model

between environmental conditions and biomass peaks.

Several metrics have been applied in the past to assess the question of coexistence vs. succession of two phytoplankton PFTs
in general, or of diatoms and coccolithophores in particular. Traditionally, studies have looked at absolute biomass concentra-

tions only, and defined coexistence/succession based on a temporal separation in biomass peaks. For example, Hopkins et al.
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(2015) defined succession of diatoms and coccolithophores whenever peaks of total chlorophyll and PIC were more than 16
days apart and identified most of 40-60°S as a coexistence area. Instead, Barber and Hiscock (2006) analyzed specific growth
rates rather than absolute biomass concentrations. Based on JGOFS data from the equatorial Pacific, their study suggests that
all phytoplankton profit equally from improved environmental conditions, and that differences in timing of the biomass peaks
can also result simply from differences in the relative abundance at the beginning of the growth season and varying graz-
ing pressures. In agreement with this, Daniels et al. (2015) found coccolithophores to grow simultaneously with an observed
diatom bloom in the North Atlantic, instead of simply succeeding it.

In agreement with Barber and Hiscock (2006) and Daniels et al. (2015), all phytoplankton respond with an increase in their
specific growth rate to improving environmental conditions in spring in ROMS-BEC (Fig. 5e & f), while biomass peaks of e.g.
diatoms and coccolithophores are clearly separated in time because grazing by zooplankton is crucial in controlling biomass
evolution in our simulation (see section 4.6). Since maximum specific growth rates, i.e. ideal environmental conditions, do
not imply concurrent maximum biomass concentrations in our simulation, the timing of maximum biomass concentrations
similarly does not imply ideal growth conditions at that time. This has implications for both in-situ and remote sensing based
studies: Typically, in-situ studies relate high phytoplankton abundance to local environmental conditions to infer ideal growth
conditions. Our results suggest that environmental conditions at the time of maximum abundance do not necessarily represent
ideal growth conditions and that a decoupling of specific growth rate and biomass levels as a result of e.g. top-down controls
result in an identification of succession of phytoplankton types in terms of biomass peaks that is not purely bottom-up driven.
Simply comparing peak biomass levels of two PFTs, as typically done in remote sensing studies assessing phytoplankton
seasonality (e.g. Hopkins et al., 2015), might similarly result in a misleading picture of ecosystem dynamics and patterns
of succession and coexistence. Therefore, assessing remote sensing data with a metric focusing on the relative increase in
biomass during the “pre-peak* period rather than just the biomass peak itself might reveal different patterns of coexistence and
succession between 40-60°S, possibly revealing areas of a decoupling between maximum biomass and maximum growth rate.
This might reconcile the different metrics and methods used to assess phytoplankton seasonality and give a more comprehensive

picture of the interplay of bottom-up and top-down controls.
5.3 Drivers of coccolithophore biogeography

1-ROMS-BEC,-Our model analyses revealed that the absolute biomass concentrations over the course of the year as well as
the relative importance of coccolithophores and diatoms between40-60S-are controlled by the spatial and temporal variability
in silieate-silicic acid and light availability, as well as the higher per biomass grazing pressure on coccolithophores than on
diatoms (Fig. 8). A number of in-situ studies found an anticorrelation between Emiliania huxleyi abundance in the SO and local
sthieate-silicic acid concentrations (Smith et al., 2017; Balch et al., 2014; Mohan et al., 2008; Hinz et al., 2012). In addition,
Balch et al. (2016) found Emiliania huxleyi to be positively correlated with in-situ iron levels, concluding that this species
occupies the highFe-lowSi-high Fe-low Si niche. This is in agreement with our model results, where coccolithophores are

most important where (40-50°S) and when (late austral summer) diatoms become silieate-silicic acid limited, but iron levels

are still high enough to sustain coccolithophore growth. Ia-Temperature has been suggested to be a major driver of latitudinal

25



10

July
Med High
Si(OH), Si(OH),
Apr
40°S
Low Med
Low Light High Low Light High
fraction to total biomass specific grazing pressure
( e | [ [ [ low
0 1.0
A ‘
0 0.5

high

Figure 8. Sketch summarizing the results from ROMS-BEC: Relative importance of coccolithophores (inner circle) and diatoms (outer
circle) for total phytoplankton biomass over time in light-silieate-light-silicic acid space for a) 40°S and b) 60°S. Note the different scales
for coccolithophores and diatoms. Arrows in the sketch indicate the course of time (white) and the strength of the specific grazing pressure

on coccolithophores (blue) and diatoms (green).

radients in SO coccolithophore abundance (e.g. Saavedra-Pellitero et al., 2014; Hinz et al., 2012). In our study, differences in

temperature sensitivity between diatoms and coccolithophores play a minor role in controlling the relative importance of these

two phytoplankton groups (see Fig. 5 & 6). However, globally, the difference in temperature sensitivity (Q10) of diatom and
coccolithophore growth appears to be larger (1.93 and 1.14, respectively, see Le Quéré et al., 2016) than what is currently used
in ROMS-BEC (1.55 and 1.45, respectively, see Table 1), indicating that we likely underestimate the importance of temperature

in controlling the relative importance of diatoms and coccolithophores in our model. In contrast to most other phytoplankton,

laboratory experiments have shown coccolithophore growth not to be inhibited at high light levels (photoinhibition, Zonder-

van, 2007), and high light levels have therefore often been considered a prerequisite for elevated coccolithophore abundance
(Charalampopoulou et al., 2016; Balch et al., 2014; Poulton et al., 2013; Balch, 2004). In our model, we do not consider the
effects of photoinhibition for any of the phytoplankton PFTs. In BEC, differences in summer light levels between 40-50°S and
50-60°S cannot explain why relatively, coccolithophores are more important between 40-50°S than 50-60°S (3% difference
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of shaded yellow bar in 6a & b) and differences in the seasonal amplitude of light levels between the two latitudinal bands
appear more important than latitudinal differences in summer alone. If photoinhibitory effects were included in our model,
we expect coccolithophores to increase in relative importance in the whole model domain, especially towards the end of the
growth season, when light levels are highest.

Besides bottom-up factors, we find grazing by zooplankton to be key in explaining the seasonal evolution of the modeled
phytoplankton community structurebetween40-60°S-n-eur-medel. BEC includes a single zooplankton PFT, comprising char-
acteristics of both micro- and macrozooplankton (by assuming microzooplankton feeding on SP and coccolithophores to grow
faster than macrozooplankton feeding on diatoms, compare vy,ax in Table 1, Moore et al. (2002); Sailley et al. (2013)), thereby
emulating two trophic levels within the zooplankton compartment without explicitly modeling them. However, Sailley et al.
(2013) found the coupling between each phytoplankton PFT and the single zooplankton PFT to be strong in BEC, meaning
that any increase in phytoplankton biomass leads to a concurrent and immediate increase in zooplankton biomass until sat-
uration is reached. This tight coupling prevents any phytoplankton PFT from escaping grazing pressure and making use of
favorable growth conditions, as seen for coccolithophores between-40-60>Sthroughout our analysis domain. Additional ex-
plicit zooplankton PFTs and an explicit representation of trophic cascades in the zooplankton compartment might decouple
phytoplankton and grazer biomass in both space and time, fostering the importance of coccolithophores relative to diatoms
between 40-60°S and possibly altering total phytoplankton biomass (Le Quéré et al., 2016). The tight coupling between phyto-
plankton and the single zooplankton in BEC suggests a likely-possible overestimation of the importance of top-down control in
controlling the relative importance of coccolithophores in the SO, as compared to models with more zooplankton complexity.
Zoonlan] o has ] | infl

Besides missing complexity by only including a single zooplankton PFT. the simulated biogeography and controls of the
diatom-coccolithophore competition are also sensitive to the chosen zooplankton ingestion function. In ROMS-BEC, we
found the effect of both a Holling type Il and constraining zooplankton grazing by the total phytoplankton biomass on
our results to be similar (run 12-14 in Table 2): The use of a Holling type 1 (HOLLINGIII) or an active prey switching
(ACTIVE _SWITCHING) grazing formulation, as well as a Holling type II formulation constrained by total phytoplankton
biomass (HOLLINGIL_SUM_P). instead of our standard Holling type II grazing formulation with fixed prey preferences leads
to increased coexistence in the phytoplankton community. This is because either of these changes reduces the grazing pressure
on the less abundant PFTs. As a result, coccolithophores and SP increase in relative biomass importance compared to diatoms
in all three sensitivity simulations (Fi
range for both sensitivity cases (Fig. S9), indicating a parameter retuning to be necessary for a true comparison of drivers of
coccolithophore biogeography across simulations. Regardless, this highlights again the strong impact of top-down controls on

hytoplankton biogeography in ROMS-BEC.
The key role of zooplankton grazing for determining SO phytoplankton biomass (Le Quéré et al., 2016; Painter et al., 2010;

. S9). At the same time, coccolithophore biomass is pushed outside of the observed

Garcia et al., 2008) and community composition (e.g. Smetacek et al., 2004; Granéli et al., 1993; De Baar, 2005) has been
demonstrated before, but its possible role for SO coccolithophore biogeography has not yet been addressed. Selective grazing

by microzooplankton has been found to be important for the development of coccolithophore blooms in other parts of the
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ocean in observational (North Sea: Holligan et al. (1993), Devon coast: Fileman et al. (2002), northern North Sea: Archer et al.
(2001)) and modeling studies (Bering Sea Shelf: Merico et al. (2004)). However, recent in-situ studies addressing controls
on coccolithophore biogeography in the SO (e.g. Balch et al., 2016; Charalampopoulou et al., 2016; Saavedra-Pellitero et al.,
2014; Hinz et al., 2012) have exclusively focused on bottom-up controls by correlating high coccolithophore abundance with
concurrent environmental conditions. Based on our findings, future SO in-situ studies should consider both bottom-up and

top-down factors when assessing coccolithophore biogeography in space and time.
5.4 Limitations and caveats

Our findings may be impacted by several limitations regarding ecosystem complexity, chosen parametrizations and parameters
in BEC, model setup and performance, as well as the analysis framework. Ecosystem models do not only vary in the num-
ber of zooplankton PFTs, but also in the chosen grazing formulation (Sailley et al., 2013), e.g. in their functional response
regarding the ingestion of prey (e.g. Holling Type II vs. Holling Type III, Holling, 1959) or in the prey preferences of each
predator (variable or fixed). It has been shown previously in global models that the choice of the grazing formulation impacts
phytoplankton biogeography and diversity (e.g. Prowe et al., 2012; Vallina et al., 2014). Ia-For ROMS-BEC, we-found-the

of-both Ho N o N nd a_nra hino on-o o o-be M n AN n hle = Oy
o1 a O VP ana—d VePrey-—Sw 9O t SHtS D€ a t VA ao —Ooverar,

ROMS-BEC-appears-to-quantitatively-impaet-the chosen grazing formulation quantitatively impacts our results, but does not
qualitatively change the importance of top-down factors. This finding is-in-agreement-agrees with previous modeling studies,

which despite using different ecosystem complexity and grazing formulations, came to the conclusion that top-down control

is of vital importance for phytoplankton biogeography and diversity (Sailley et al., 2013; Vallina et al., 2014; Prowe et al.,

2012). However, we acknowledge the simplicity of the current grazing formulation in BEC, and future research should assess

the impact of increased zooplankton complexity on the simulated controls of SO phytoplankton biogeography.
Phytoplankton biogeography is not only affected by choices regarding ecosystem complexity and parameters, but by biases
in the underlying physical and biogeochemical fields as well. In summary, both the temperature and ML bias have little effect
on phytoplankton biogeography, and both phytoplankton community composition and the relative importance of the controls
for coccolithophore biogeography change only slightly compared to the reference simulation (run +2-&+43-10 & 11 in Table 2,
Fig. S8 & S9; contribution to total NPP south of 30°S: 49:420%/48-118.7% SP, +4:916.7%/13-514.8% coccolithophores and
64-762.3%/67-265.4% diatoms for TEMP and MLD, respectively, as compared to +9:7%+4-7%-and-64-620.3%, 16.5% and

62.2% in the reference run). In addition, neither the bias in temperature nor in MLD can explain the overestimation of NPP
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and total surface chlorophyll at latitudes >60°S (not shown). We conclude that biases in the physical fields do not significantly
impact our results. However, the positive bias of NPP/total surface chlorophyll remains unexplained in ROMS-BEC at this
point. A previous modeling study by Le Quéré et al. (2016) has shown missing complexity in the zooplankton compartment to
be a possible explanation for simulated positive phytoplankton biomass biases in the high latitude SO, and the role of multiple
trophic levels needs to be explored in ROMS-BEC.

In this study, we only present results for latitudinal averages even though coccolithophore biomass and their relative im-
portance for total phytoplankton biomass varies across basins (see Fig. 1, as well as Balch et al. (2016)). Additionally, we
only address differences in grazing pressure between two phytoplankton PFTs in this study. Aggregation losses and non-
grazing mortality (see Eq. 2) contribute <10% to total phytoplankton loss between 40-60°S on average (not shown), sug-

gesting them to be of minor importance in controlling the relative importance of coccolithophores and diatoms in this area.

While the importance of viral lysis has been shown for the termination of coccolithophore blooms in the North Atlantic
e.g. Lehahn et al., 2014; Evans et al., 2007; Brussaard, 2004), to the best of our knowledge, there are only two studies from

the SO assessing the relative importance of viral lysis and grazing by zooplankton as sinks for phytoplankton biomass, and both

oint to a minor importance of viral lysis in this ocean region (Evans and Brussaard, 2012; Brussaard et al., 2008). However,

none of these studies explicitly assessed the importance for coccolithophore biomass dynamics, which should be investigated

in future observational studies. Ultimately, coccolithophore growth and calcification in BEC are currently not dependent on

ambient CO5 concentrations. However, both the study by Trull et al. (2018) and the review by Krumhardt et al. (2017) suggest
carbonate chemistry to be of minor importance in controlling the relative importance of coccolithophores in the SO at present,
as both specific growth rates and CaCO3:C,, production ratios of SO coccolithophores appear rather insensitive to variations
in ambient CO; (Krumhardt et al., 2017). Concurrently, the CaCO3:C,,¢ production ratio has been shown to depend on sur-
rounding temperature, light and nutrient levels. However, for SO coccolithophores, data are scarce and the resulting functional
dependencies remain unclear (Krumhardt et al., 2017). We thus cannot estimate the effect of a varying CaCO3:C,,, production

ratio on our results.

6 Conclusions

This modeling study is the first to comprehensively assess the importance of both bottom-up and top-down factors in controlling
the relative importance of coccolithophores and diatoms in the SO over a complete annual cycle. We find that coccolithophores
contribute +516.5% to total annual NPP south of 30°S in ROMS-BEC, making them an important member of the SO phyto-
plankton community. Based on our results, SO coccolithophores alone contribute 45% to global NPP. We therefore recommend
the inclusion of an explicit coccolithophore PFT in global ecosystem models, and the development of existing implementations
(Le Quéré et al., 2016; Kvale et al., 2015; Gregg and Casey, 2007a), to more adequately simulate both tropical and subpolar
coccolithophore populations, and to better constrain their contribution to global NPP.

In our model, coccolithophore biomass is high-higher when diatoms are most limited by sitieate-silicic acid and when light

levels are highest, i.e., north of 50°S and towards the end of the growing season. Yet the coccolithophore biomass never exeeeds
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gets close to that of the diatoms. This is a consequence of top-down control, i.e., the fact that the coccolithophores are subject
to a much larger biomass-specific grazing pressure than the diatoms. Consequently, both abiotic and biotic interactions have to
be considered over the course of the growing season to assess controls on coccolithophore biogeography, both experimentally
and in modeling studies. Top-down factors are important regulators of phytoplankton biomass dynamics not only in the SO,
models should better quantify regional variability in the relative importance of bottom-up and top-down factors in controlling
phytoplankton biogeography.

Coccolithophores impact biogeochemical cycles, and especially organic matter cycling, carbon sequestration and oceanic
carbon uptake both via photosynthesis and calcification, leading to cascading effects on the global carbon cycle and hence
climate. Thus, it is crucial to assess more quantitatively the contribution of this crucial phytoplankton group to changes in these

processes in the past, present and future ocean.

Data availability. Model data are available upon email request to the first author (cara.nissen@usys.ethz.ch) and on the public repository

located at ftp://data.up.ethz.ch/SO_d025/CN_CoccoBiogeography/.

Appendix A: Data for model evaluation
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Table A1l. Data sets used for model evaluation. Please see section S1 in the supplementary material for a more detailed description of the

data used to evaluate simulated phytoplankton biogeography, community structure and phenology.

Variable

Source

Mixed layer depth (MLD)

Sea surface temperature (SST)
Nitrate, phosphate, silicic acid
Surface total Chlorophyll

Net Primary Productivity (NPP)

Particulate Organic Carbon (POC) export

Particulate Inorganic Carbon (PIC) export

Coccolithophore Biomass

Diatom Biomass

Coccolithophore Calcification

HPLC

Monthly climatology from Argo float data (Holte et al., 2017)

Optimum Interpolation SST, version 2: monthly climatology from 1981-2014 (Reynolds et al., 2007)
Monthly climatology from World Ocean Atlas 2013 (Garcia et al., 2013b)

Monthly climatology from MODIS Aqua (NASA-OBPG, 2014a), SO algorithm (Johnson et al., 2013)
Monthly climatology from from 2002-2016 from MODIS Aqua VGPM

(Behrenfeld and Falkowski, 1997; O’Malley, 2016)

Annually integrated NPP climatology from 2002-2016 from Buitenhuis et al. (2013a)

Monthly output from a biogeochemical inverse model (Schlitzer, 2004)

and a data-assimilated model (DeVries and Weber, 2017)

Monthly output from standard simulation in Jin et al. (2006)

MAREDAT (O’Brien et al., 2013; Buitenhuis et al., 2013b), additional data from

Balch et al. (2016), Saavedra-Pellitero et al. (2014),

Tyrrell and Charalampopoulou (2009), Gravalosa et al. (2008), Cubillos et al. (2007)

MAREDAT (Leblanc et al., 2012; Buitenhuis et al., 2013b), additional data from Balch et al. (2016)
Monthly surface chlorophyll, SST, and particulate inorganic carbon (PIC) climatologies

from MODIS Aqua (NASA-OBPG, 2014a, c, d), Eq. 1 from Balch et al. (2007)

Monthly CHEMTAX climatology based on high performance liquid tomography (HPLC) data (Swan et al., 2016)

Appendix B: BEC equations: Phytoplankton growth & loss

Changes over time of phytoplankton biomass P [mmol C m~?3] of phytoplankton i (i € {C,D,SP,N}) are controlled by

growth and loss terms:

dp!
—_— = Growth — Loss (B1)
dt
— Ml . P1 _ ,yl(Pl) . Pl (Bz)
= Pl g (PY) - Py - Pl— oy (P1) - P! (B3)

with 7, denoting loss by zooplankton grazing, vy, loss by non-grazing mortality and -y, loss by aggregation.
B1 Phytoplankton growth
The specific growth rate ' [day '] of phytoplankton i is determined by the maximum growth rate p! . (see Table 1) which

is modified by environmental conditions with respect to temperature (T), nutrients (N) and irradiance (I), following:

i

f = fhipay - £1(T) - g'(N) -0 (I) (B4)

The temperature function f(7') is an exponential function (see Fig. S10a), being <1 for temperatures below T,r=30°C,

modified by the constant Q¢ specific to every phytoplankton ¢ (see Table 1) describing the growth rate increase for every
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temperature increase of 10°C:

. . T — Thref . T=Tret
£(T) = Qig-exp( L) et (B5)

10°C "~

Generally, the smaller Qq, the weaker is the temperature limitation of the respective phytoplankton.

The limitation by surrounding nutrients L!(N) is first calculated separately for each nutrient (nitrogen, phosphorus, iron for
all phytoplankton, silieate-silicic acid for diatoms only) following a Michaelis-Menten function (see Table 1 for half-saturation

constants ki for the respective nutrient and phytoplankton 7). For iron (Fe) and siticate-silicic acid (SiO3), the limitation factor

is calculated following (see Fig. S10c¢):

N

LI(N) = N
N

(B6)

For nitrogen and phosphorus, the limitation factor is calculated as the combined limitation by nutrient N and M (nitrate

(NO3) and ammonium (NH4) for nitrogen, phosphate (PO4) and dissolved organic phosphorus (DOP) for phosphorus) follow-

ing:
. N M
L'(N,M) = Ay T i (B7)
kN +N+M- (k\/ky) ki +M+N-(ky,/kk)
Then, only the most limiting nutrient is used to limit the phytoplankton growth rate:
g'(N) = min(L(NO3,NH4), L'(PO4,DOP), L! (Fe), L!(Si03)) (B8)

The light limitation function h'(I) accounts for photoacclimation effects by including the chlorophyll-to-carbon ratio ', as
well as the nutrient and temperature limitation of the respective phytoplankton ¢ (see Fig. S10b):
ab;-0'-1
Hinax - 8'(N) - £1(T)
Generally, the higher the apy, temperature and nutrient stress, and the chlorophyll-to-carbon ratio of the respective phytoplankton,

the weaker is the light limitation,
In ROMS-BEC as used in this study, coccolithophore growth is linearly reduced at temperatures <6°C following:

hi(I) =1 —exp(—1- ) (B9)

c_ c' maX(T+2OC),O)
B 8°C

Iz (B10)

Additionally, coccolithophore growth is set to zero at PAR levels <1 W m~2 (Zondervan, 2007).
Calcification by coccolithophores is proportional to photosynthetic growth of coccolithophores with a constant CaCO3:Cog

production ratio of 0.2.

Diazotroph growth is zero at temperatures <14°C. For consistency within the user community of BEC, we decided to keep
diazotrophs as a phytoplankton PET, even though the imposed temperature threshold makes them a very minor player in the SO
phytoplankton community. A sensitivity study in which ., = 0 showed that the results presented in this study are unaffected
by the presence of diazotrophs in BEC (not shown).
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B2 Phytoplankton loss

In ROMS-BEC, loss rates of phytoplankton biomass are computed using a corrected phytoplankton biomass P’}, to limit

phytoplankton loss rates at low biomass:
P" = max(P' — ¢} ,,0) (B11)

In this equation, C{OSS is the threshold of phytoplankton biomass P below which no losses occur (c}\gss=0.022 mmol C m~3 and
CSJ’S]:’SP=O.O4 mmol C m~3).

The grazing rate ~; [mmol C m~* day~'] of the generic zooplankton Z [mmol C m~?] on the respective phytoplankton

[mmol C m~3] is described by (see Fig. S10d)

S p/i
WQZmex'fZ(T)'Z'm (B12)
grz.
with
T-1T,.
f2(T) = 1.5 exp(———=") (B13)

10°C
The non-grazing mortality rate v, [mmol C m~ day~!] of phytoplankton i [mmol C m~?] is the product of a maximum

mortality rate m) [day '] scaled by the temperature function f!(7") with the modified phytoplankton biomass P"::
Vi =my - £1(T) - P! (B14)

with mi, being 0.15 day ! for diazotrophs and 0.12 day ! for all other phytoplankton.
Aggregation losses are assumed only to occur for diatoms, small phytoplankton and coccolithophores. The aggregation rate

44 [mmol C m~3 day '] of phytoplankton i [mmol C m~?3] is described by:

v =min(r .. -P",0.001-P" P (B15)
’7;. = maX<ria>min : P/i/yg‘) (B16)
with ri&min being 0.01 day ! for small phytoplankton and coccolithophores and 0.02 day ~* for diatoms, and with r;,max being

0.9 day ! for all three phytoplankton.
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Supplementary material

"Factors controlling coccolithophore biogeography in the Southern Ocean (Nissen et al.)”

The supporting information provides additional information about data sets used for model eval-
uation (section S1), as well as additional figures (section S2), with respect to model validation (Fig.
S1-S4), factors controlling differences in light limitation between coccolithophores and diatoms (Fig.
S5), the interplay of coccolithophores and small phytoplankton (Fig. S6-S7), and-the results of the

sensitivity simulations (Fig. S8-S9), functional responses for phytoplankton growth and grazing in
BEC (S10), simulated total chlorophyll seasonality (S11), and simulated carbon-to-chlorophyll ratios

of coccolithophores and diatoms (S12).

S1: Data for model evaluation

Data used to validate physical and biogeochemical variables relevant for phytoplankton growth
are presented in Table Al in the main text. To assess the model’s performance in simulating phy-
toplankton biogeography, community structure and pheonology, we compare model results to exist-
ing observations. We validate ROMS-BEC with biomass observations for diatoms (Leblanc et al.,
2012) and coccolithophores (O’Brien et al., 2013) from the MAREDAT initiative. We combined the
MAREDAT data set with recently published abundance data of coccolithophores (Balch et al., 2016;
Saavedra-Pellitero et al., 2014; Tyrrell and Charalampopoulou, 2009; Gravalosa et al., 2008; Cubillos
et al., 2007) and diatoms (Balch et al., 2016), thereby increasing the number of available data points
threefold. New cell count data were converted to biomass estimates following the MAREDAT proto-
col (O’Brien et al., 2013; Leblanc et al., 2012). Based on available information in the literature, each
species is first assigned an idealized shape (e.g. sphere for F. huzleyi), as well as a mean size (e.g. mean

coccosphere diameter for B. huzleyi). Assuming the cytoplasm diameter to be 60% of the coccosphere
diameter, we_then calculate the mean biovolume of each cell. To get estimates of carbon biomass
for each cell, the biovolume is ultimately multiplied with the specific carbon conversion factors from
Menden-Deuer and Lessard (2000). The uncertainty range of this conversion is obtained by repeating
the conversion using the minimum and maximum reported diameter for each species, respectively, and

reporting the uncertainty range in percent of the mean biomass estimate. If no species information
was provided, cell dimensions and carbon content for Emiliania—L. huzleyt and F. pseudonana were

used in the conversion, as these two species appear to dominate the SO coccolithophore (e.g. Smith
et al., 2017; Saavedra-Pellitero et al., 2014; Gravalosa et al., 2008) and diatom community (Smith
et al., 2017), respectively. Since F. pseudonana is a rather small diatom (nanophytoplankton) and
diatom biomass conversion factors in the MAREDAT database span about three orders of magnitude,
we acknowledge that the resulting diatom biomass estimates are possibly lower bounds.

To obtain information about the relative contributions of the individual phytoplankton types to
total phytoplankton biomass, we use the CHEMTAX climatology based on high performance liquid
tomography (HPLC) data compiled by Swan et al. (2016). While the allocation of one specific pigment
type to a model PFT is difficult (e.g. for HAPTO-6 and coccolithophores, see Swan et al., 2016), we
use the data to identify spatial patterns of phytoplankton community composition (e.g. the change in
the relative contribution of diatoms and coccolithophores to total phytoplankton biomass between high
and low southern hemisphere latitudes) and compare them to patterns simulated with ROMS-BEC.

Bloom metrics are used to assess phytoplankton phenology in ROMS-BEC. We define the bloom
start as the day when the respective PFT biomass concentration first surpasses 5% above its annual



median (bloom threshold, July-June) for a minimum of 14 consecutive days (Soppa et al., 2016). The
day of the bloom peak is reached at maximum PFT biomass concentration after the bloom start. The
bloom end is then defined as the first day after the bloom peak when PFT biomass concentration falls
below the bloom threshold for a minimum of 14 consecutive days. To capture bloom initiation at high
SO latitudes, a year runs from 1 July to 30 June.

To evaluate simulated coccolithophore calcification rates in ROMS-BEC, we use monthly binned
particulate inorganic carbon [mg PIC m~3], chlorophyll [mg chl m~3] and SST [°C] climatologies from
MODIS Aqua (NASA-OBPG, 2014b,a,c) to derive calcification rates C [mg PIC m~3 d~!] following
Eq. 1 in Balch et al. (2007):

C = (—0.0063 - Z + 0.05081 - PIC — 0.01055 - Chl 4 0.05806 - D — 0.0079 - SST — 0.4008)/0.2694

C= (—0.0063 - Z + 0.05081 - PIC — 0.01055 - Chl

+0.05806 - D — 0.0079 - SST — 0.4008),/0.2694 (1)

Z denotes the depth (here, we set Z = 1) and D is the daylength in hours, here calculated for the
15th of each month. The calcification rates are then integrated over the euphotic depth Zg, using the
satellite-derived chlorophyll concentrations (see Eq. 2 in Balch et al., 2007):

Zew = 38 - Ch170428 (2)

In the main text, we give a short overview of the model evaluation of relevant physical and bio-
geochemical properties (e.g. SST, MLD, nutrients) in section 4.1 and focus the model evaluation on
the spatial and temporal variability of SO phytoplankton community structure in sections 4.2-4.4.
Supplementary figures from the model evaluation can be found in this document (Fig. S1-S4).
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Figure S1: Temporal evolution of the model bias (reference simulation - observations). Shown
are the average bias between 30-60°S (solid) and 60-90°S (dashed) for a) sea surface temperature
(SST, red, [°C]), mixed layer depth (MLD, blue, [m]), net primary production (NPP, yellow, [gC m~2
d~1]) and total surface chlorophyll (Chl, green, [mg chl m~3]) and b) surface nitrate (NO3, red, [mmol
m~3]) and surface silicate (SiO3, blue, [mmol m~3]). See Table A1l in the main text for data sources.
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Figure S2: Annual mean bias of a) sea surface temperature [°C], b) mixed layer depth [m] , c)
surface total chlorophyll [mg chl m™3], d) net primary productivity [gC m~=2 d~!], e) surface nitrate

[mmol m~3], and f) surface silicate [mmol m~3]. A positive bias denotes an overestimation in the
model. See Table A1l in the main text for data sources.
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Figure S3: Total annually and vertically integrated NPP [gC m~2 yr~!] in a) ROMS-BEC and
b) in the MODIS Aqua VGPM climatology (Behrenfeld and Falkowski, 1997; O’Malley, 2016). Con-
tribution [%] of ¢) coccolithophores and d) diatoms to total annually and vertically integrated NPP

in ROMS-BEC. e) Annual mean calcification rates [mg PIC m~2 d~!] by coccolithophores in ROMS-
BEC.
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Figure S4: Validation of a) coccolithophore and b) diatom biomass [mmol C m~3]. Model output
is colocated with observations in space and time, observational data from all months and from above
1000m are considered here. See Table Al in the main text for data sources. Dotted line shows the
perfect linear 1:1 fit, whereas the solid line is the actual fit of the data (linear regression). Pearson
correlation coefficients of these regressions are given in the top right, both are statistically significant
(p<0.05). Points are color-coded according to the sampling latitude.
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Figure S5: Assessing the controls on differences in light limitation between diatoms and coc-
colithophores for a) 40-50°S and b) 50-60°S. If the plotted ratio is equal one, there is no differences
in light limitation between diatoms and coccolithophores. The reference run is shown in blue. We
consecutively replaced the three possible controls (chlorophyll-to-carbon ratio in red, apy in green,
pmax - £(T) - g(N) in yellow, see also Eq. B8B9 in main manuscript) in the calculation of light limitation
for coccolithophores by the respective field of diatoms. For both latitudinal bands, differences in the
chlorophyll-to-carbon ratio have the largest control on differences in light limitation.
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Figure S6: a)-b)}-Relative growth ratio (solid black line) and relative grazing ratio (dashed black
line) of small phytoplankton (SP) vs. coccolithophores for a) 40-50°S and b) 50-60°S. Colored areas
are contributions of the maximum growth rate pmax (green), nutrient limitation (blue), light limita-
tion (yellow) and temperature sen81t1V1ty (red) to the relative growth ratlo%e%m
e.g. represents the term fr of Eq. see section 3 in the : :
Wﬁl Note that the scales in panel a) and b) are different.




a)  40.50°s b)  50.60°s

20 40 . : : :
30 1
15 + _
A . 8 20 | B
@ 10} < S 10} 1
s 5 © §%& Fm
< = oo 0
°f 5| s 2£ ZE | B
T2 > ©= 10l ]
O c 3o 25 -10
o = 7 c 0 s 8
g8 o 38 20} ]
c O m 5 g c O
S 3 e85 o732 0} ]
[} 5+ 1 ot £
2 8 T o -0} E
od S SE
Xa -10} == £g
) 38 S 50} ]
c Q ©
Y 8 T g0 |
15+ 1 non-DJFM mean 1 © 1 non-DJFM mean L
DJFM mean -70 + DJFM mean ]
N SN A S <\
S Q@@*\ Qé?‘\ RSO @&f@\\ & (9‘?\\ \.\o@ SO
[OIRS N X % 2 NS 39 N X % $
AN $ N N AN SRS ) & S NN
X > R (O . ¢ . O X AN
Q‘(Z}\ Q&q? A% \\)\\\ @\'b' Q‘&&\O Q\\Q‘)\\o \}6‘(# N \‘»\5\ Q}'b’ Q~\(b~,§0
& S

Figure S7: Percent difference in growth rate (dark grey), growth-limiting factors (maximum
growth rate pmax in green, nutrient limitation in blue, light limitation in yellow and temperature
sensitivity in red) and grazing rate (light grey) of small phytoplankton (SP) and coccolithophores for
a) 40-50°S and b) 50-60°S. Respective left bar shows the December-March average (DJFM) calculated

from the non-log transformed ratios ~—(i.e. the red bar e.g. represents 10°T, see Eq. 4 in main
manuscript), the shaded right bars show the average for all menths—exeept—December-Mareh—other
months (non-DJFM). Full seasonal cycle is shown in Fig. S6.
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Figure S8: Assessing the effect of biases in the physical fields and the grazing formulation on the
controlling factors of the relative importance of coccolithophores and diatoms: Annual mean percent
difference in growth rate (dark grey), growth-limiting factors (maximum growth rate pmax in green,
nutrient limitation in blue, light limitation in yellow and temperature sensitivity in red) and grazing
rate (light grey) of diatoms and coccolithophores for a) 40-50°S and b) 50-60°S for the reference
simulation (1), as well as FEMP-HOLLINGIII (2), MED-ACTIVE SWITCHING (3), HOELING3
HOLLINGIT. SUM_P (4), and-ACTVESWITCHING-TEMP (5), and MLD (6) in Table 2 of the

main text. Bars show the annual average calculated from the non-log transformed ratios (i.e. the red
bar e.o. represents 10°T. see Eq. 4 in main manuscript).
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Figure S9: Relative change in annual mean surface chlorophyll biomass of coccolithophores,
diatoms, and small phytoplankton (SP) for a) 40-50°S and b) 50-60°S for sensitivity simulations
assessing grazing formulations and biases in the physical fields. See Table 2 in the main text for a
description of the individual sensitivity simulations. Numbers of relative change are printed if change
is larger than +10%.
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Figure S10: Functional responses used in ROMS-BEC for diatoms, coccolithophores, small
hytoplankton, and diazotrophs: a) Temperature limitation (Eq. B5 in manuscript), b) li

(Eg. B9 in manuscript, using domain & annual mean surface chlorophyll-to-carbon ratio of each PET
and max. growth rate (dashed) or nutrient-temperature-limited growth rate (0.1-max. growth rate
solid), note that SP is not shown to enhance visibility as SP light limitation is very similar to that of
diatoms (red), ¢) nutrient limitation (Eq. B6, example for iron shown here), and d) grazing rate on

hytoplankton (note that the rate shown here will be further scaled with zooplankton biomass and
the zooplankton temperature limitation in ROMS-BEC, see Eq. B12).
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and b) coccolithophores in the Baseline simulation of ROMS-BEC. The black contour corresponds to
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