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Authors’ Response to Anonymous Reviewer 2

The authors present a method to estimate climate relevant parameters from the at-
mospheric long-term records of CO2. These parameters describe the regression of
surface CO2 exchange (NEE) onto temperature anomalies (T), a metric that has pre-
viously been assessed from a suite of climate models and from atmospheric observa-
tions. The inversion method to derive these metrics is based on a well-documented and
exhaustively tested system, which also offers the authors the opportunity to benchmark
their new inversion method to the existing one. Their findings show that the sensitivity
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of NEE to temperature anomalies follows seasonal patterns on the NH which are as
one would expect based on limitations of (light) and temperature, while in other areas
there is not enough data to constrain the seasonal cycle well. On interannual time
scales, both the standard inversion and the gamma-based inversion give very similar
temporal patterns of NEE, giving further confidence to the ability of this new type of in-
version to use temperature patterns and the derived climate sensitivity to T (as a proxy
for other processes) to constrain NEE variations. I overall find the paper well written,
and interesting, and it opens up a new approach to inverse modeling of CO2 mixing
ratios. The paper is perhaps a little bit thin on "new findings" but given the novelty of
the method and the actual importance of benchmarking well, this does not diminish
the value of the paper for me. I would like to see some further details provided about
the method since it takes an important part of the value of the paper. Besides some
few additional considerations detailed below, the paper should be ready for publication
after some minor revisions. I am sure it will make an interesting paper for the readers
of this journal.

We would like to thank the Reviewer for taking the time to review our manuscript and
for her/his helpful and supportive comments.

Minor comments

What I am surprised to not find in this paper is the context of gamma as given by the
Cox et al (2013) constraint on climate sensitivity. As a simple step, I wonder if you
can post-aggregate your monthly gridbox results to global yearly values. This would
have to give a number comparable to the Cox et al., (2013) values (5.1 ± 0.9 GtC yr-1
K-1, but also found in a number of preceding and subsequent papers on gamma)?
And would creating an annual number yield more robust tropical results when it comes
to the sensitivity runs, or do they remain scattered? Finally, it seems to me you are
also one of the first who can make a gamma for the non-tropical regions which was
not something that Cox et al could do from the global growth rate analysis (they did
not have extra-tropical-only growth rates like the CO2 records you use). Comparing
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this gamma to the tropical one, and setting it out as a target for TBMs could be a nice
addition to this study. Please comment on the feasibility of this, and if you agree it can
be done, please add this analysis to the results and discussion.

The data-based estimates of the spatially and seasonally resolved γNEE−T presented
in the manuscript can directly be employed as a benchmark of terrestrial biosphere
models or Earth system models, by regressing the simulated NEE against temperature
in the same way and comparing to the data-based values. We realize from the Re-
viewer’s comment that we did not formulate this clearly enough in the manuscript. We
will therefore add a new subsection to the Discussion, explaining the application of the
results as a model benchmark and their relation to effective global climate sensitivities
as that by Cox et al (2013).

Point-by-point comments

- Section 2.1: I would like to see a brief summary of the number of spatial and temporal
unknowns that is associated with each term in equations (1) and (2)

We assume that the background of this suggestion is to get an idea by how much the
number of unknowns is reduced in the NEE-T inversion compared with the standard
inversion. We agree that this was a missing piece of information, and added the follow-
ing sentence to the 2nd paragraph of Sect 2.2: “By having only 13 degrees of freedom
in the time dimension, the introduction of the regression term also regularizes the in-
version further compared with the explicit interannual term of the standard inversion,
which has 796 degrees of freedom in the time dimension.”

- page 3, line 33, the meaning of the dNEE/dT term is not quite clear. What do the
delta’s refer to in this equation? Why is it presented at this point?

This term was meant to point out that the gamma values formally represent sensitivities
of NEE to interannual temperature variations. As it seems to be confusing, we deleted
this term, given that the beginning of Sect 3.1 introduces the meaning of gamma any-
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way. Instead, we added “(the NEE-T regression coefficients)” which may be a more
helpful explanation at this point.

- Page 4, line 8: I do not see these residual terms in the equation? Unless you re-
fer to the Trend and SC components? But these are only long-term (slow) changes
and therefore cannot be expected to prevent spurious changes in gamma, unless I
misunderstand what you mean to say here?

The expression “residual terms” indeed refers to the terms in the second line of Eq (2).
They are residuals in the sense that they belong to the interannual variations but cannot
be represented by the regression term as the main term of the NEE-T inversion. While
the linear trend indeed may not interact with the regression term (since T has been
detrended), the T field still contains some change in seasonal cycle which could exert
some undesired influence on the estimated gamma values.

We added “(2nd line)” and converted the paragraphs into bullet points corresponding
to the individual terms, to make the meaning of “residual terms” more clear. At this
occasion, we noticed that we missed to mention the first of the residual terms, and
added another bullet point (put as first one) for it.

- Page 4, line 17: "For each degree of freedom (Fourier mode)..." this formulation is not
clear to me, as I have not read about a Fourier decomposition and cannot relate it to
the degrees of freedom. Hence my request to improve the description of the temporal
components of the system in Eq 2.

For practical reasons, the temporal variations in all adjustable terms used here (and in
other CarboScope set-ups) are implemented as Fourier series. Temporal correlations
can then simply be implemented by downweighting the Fourier modes of the higher
frequencies according to the spectrum corresponding to the desired autocorrelation
function. This is described in detail in the Technical Report Rödenbeck (2005). We will
re-organize and enlarge the Appendix A to give at least the ideas of these implemen-
tation details.
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The additional seasonal trend term fNEE,SCTrend could be implemented in the de-
scribed way no matter whether fNEE,Seas was implemented in the Fourier domain or
in the time domain. In order not to overload Sect 2.2 with material not essential to
the application of the NEE-T inversion, we thus deleted “(Fourier mode)” rather than
adding some explanation here.

We also corrected “fNEE,Trend” into “fNEE,SCTrend” on line 18, and added “the addi-
tional term”.

- Page, line 23: "...stay in the data residual of the inversion." Why are you so sure that
they will end up there, and not aliased into one of the parameters?

Our formulation may indeed be too optimistic. We reformulated into “Any further resid-
ual modes of variability (...) are not explicitly accounted for, as we lack sufficient a-priori
information to model them explicitly. To the extend that they are uncorrelated to T vari-
ations, they will stay in the data residual of the inversion.”

- Page 4, line 28: "such that any data point influences all years of the calculation
period simultaneously." This suggests, like the first discussion of the results, that for
each gridbox, 12 gamma parameters are estimated representing the sensitivity in each
month. This sensitivity is repeated for each year of the analysis period. Correct? If so,
I advise to make this clearer from the descriptions near Eq 2.

We enlarged the paranthesis on page 4 line 1–2 into “(with a correlation lengths of
about 3 weeks, such that gamma contains 13 independent degrees of freedom in time,
repeated every year)”. We then also enlarged (and corrected, resp.) the second paran-
thesis (page 4 line 2) into “(with a correlation lengths of about 1600km in longitude
direction and 800km in latitude direction, imposing a spatial smoothing on gamma over
the same spatial scales as the smoothing imposed on the interannual flux anomalies
fNEE,IAV in the standard inversion)”

Page 5, line 23: Were these regression lines forced to go through (0,0), or was an
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offset also fit?

The fit also included an offset, as the slope is meant to refer to the anomalies.

Page 6, line 10: Did you mean to write "representation"?

Oops, yes. Corrected

Page 6, line 13: after mentioning in the previous paragraph that you will interpret
gamma more broadly as an interannual climate sensitivity, you here immediately fall
back on the temperature limitation of spring NEE. But would a light limitation not also
be just a good an explanation as per your own reasoning? In that line, spring conditions
with higher T would also have higher incoming solar radiation which would stimulate
photosynthesis. Please consider this hypothesis and see if it can find a place in the
text if you feel it has merit.

Thank you for pointing out this further possible mechanism. We added the sentence
“Warmer conditions tend to coincide with higher incoming solar radiation in May and/or
June in the northern extratropics (according to a correlation analysis of CRUNCEPv7
data, not shown), which would tend to amplify the direct temperature effect.”

Page 9, line 5: "The NEE-T regression is an example that derived relationships are
able to brigde this scale gap" Typo in "bridge", but also, I suggest a statement that
this might not necessarily be true in the tropical regions where gamma might be most
relevant, but no EC data was available to confirm the inverse results.

The sentence cited by the Reviewer was actually meant to point out the contrast be-
tween comparing fluxes and comparing derived relationships. We reformulated it to “In
contrast to the fluxes, however, derived relationships (such as the NEE-T relationships
considered here) may well be able to bridge this scale gap.”

Page 9, line 10: "pan-topical". Typo

Corrected
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Page 9, line 18, "impressively" I am not sure this is the qualification you wanted to
insert here. If so, what is so impressive here?

“impressively” was deleted.

Page 10, line 26: "forcast". Typo, 2x in sentence

Corrected

Page 11, line 23: "outlieres" typo

Corrected

Page 11, line 28: "insufficiencies". I suggest "deficiencies" or "inabilities"

Changed to “deficiencies”

Page 11, lines 29 and 30: "anomlies" typo

Corrected

Figure 3: I find the presentation of these results really very dense, and found it hard to
summarize for myself the meaning from all the panels. Could this figure be improved
by presenting some statistical summary of the results per PFT? Or a simple temporal
correlation coefficient per site perhaps. After all, given the large error bars the temporal
patterns are mostly guiding the eye anyway in these panels.

Our intention was to not “hide” any information, and thus showed many EC sites, not
only selected ones. We agree that this resulted in a somewhat heavy figure. However,
we did not find a more compressed way of representation. The temporal correlation
coefficients, as suggested by the Reviewer, are mostly not very high, because a mis-
match in 1 or 2 out of 12 months (which happens at several sites in summer) destroyes
the correlation. This does not mean, however, that the match was as bad in other
parts of the year. We are therefore inclined to leave the figure in this state despite its
complexity.
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