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AC: We thank the reviewer for their considered comments. Below we detail our re-
sponses to their concerns including revisions we have made to the manuscript to hope-
fully address these.

RC2: Brennen et al. present an estimate of the uncertainties of global burned area esti-
mates for three products for the period spanning January 2001 to December 2013. The
uncertainty estimates are based on the triple collocation (TC) analysis model which has
been used in other fields including wind speed and soil moisture estimation. Results
from this study could be useful to the modelling community. The structure of the paper
suits the research well, and the manuscript nicely summarizes the state of burned area
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products and the methods used for creating the products in question (MCD64A1 C6,
MCD45A1 C5.1, FireCCI50). However, the authors have missed some of the recent
advances in product validation and generation which might make this manuscript out
of date already.
AC: We thank the reviewer for their considered comments. We discuss these recent
advances below in more detail.

RC2: Beginning with the product selection, two of the products (MCD45A1 C5.1 and
FireCCI50) have been replaced at this point – the former by the MODIS Collection
6 MCD64A1 product and the latter by FireCCI51 (https://geogra.uah.es/fire_cci/). As
such, the use of a deprecated product such as MCD45A1 C5.1 seems odd assum-
ing that the Collection 6 implementation should be an improvement over the outgoing
product. Recognizing that the triple collocation method requires a third dataset, a cur-
rent operational product such as the Copernicus Burnt Area (https://land.copernicus.
eu/global/products/ba) could have been implemented.
AC: We note that we did consider using the Copernicus Burnt Area product. The is-
sue with this was that the Copernicus product covering the main period of the study
has been decommissioned due to an artificial “decline in the amount of burned sur-
face detected on a year by year basis”. Please see: https://land.copernicus.eu/global/
content/burnt-area-1km-spotvgt-unavailable. The newer Copernicus product derived
from PROBA-V is only available from 2014. This would only provide at best 3 years of
data (FireCCI50/51 ends in 2017). Given this limitation, the use of MCD45 was con-
sidered to provide a better long term record. At the time of writing the manuscript, the
newer FireCCI51 was not available. Strengths and limitations of the MCD64 product
have been highlighted in relation to the older MCD45C5.1 product. Most obviously dif-
ferences in burned area detected in different regions: e.g. more burned area detected
for MCD45C5.1 than MCD64C6 in Europe and the United States (Humber et al. 2018).
We have added a discussion of this to the method section:
“The MCD45C5.1 product has now been deprecated by the Collection 6 MCD64 al-
gorithm. The operational 1km Copernicus burned area product was also considered
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however issues have been found in the product which has resulted in the product being
withdrawn for re-processing (CopernicusWWW, 2019). The newer 300m Copernicus
burned area product covers a more limited temporal span from 2014–present. In terms
of data set selection the three chosen products represent the longest available com-
bined satellite record.”

RC2: Broadly, there should be a discussion of the influence of data set selection on
the results of the uncertainty indicators. Several factors are of concern in this regard: –
The accuracy of burned area products are generally “low,” where omission errors rang-
ing from 60% to 80% and commission errors range from 30% to 60% for three global
products which included FireCCI50 and MCD64A1 C6 (according to Chuvieco et al.,
2018). How does the accuracy influence the result of the TC analysis, given that the
accuracy of the products is unknown for the purposes of this study? Should the reader
interpret the results as being specific to these 3 products?
AC: In terms of data set selection, the three chosen products represent the longest
available combined satellite record and so there are no other products that could be
selected over that time frame. Consequently, yes users should interpret the results as
being specific to the 3 products.
The comment about omission errors leading to a low accuracy refers to systematic er-
rors (e.g. biases) in the products. A limitation of the multiplicative TC method is that it
is only able to estimate random errors. The TC method therefore provides information
on the precision of the grid cell burned area observations but not their accuracy/bias.
With the view that the total uncertainty = systematic + random errors, the implication
is that the TC estimated uncertainties provide a lower bound on the true uncertainties.
To make this point clearer in the manuscript we have added the following discussion to
the considerations of the TC method (Section 5):
“We also stress that the uncertainties estimated with the TC method likely represent a
lower bound on the true uncertainties of these products. The TC measurement model
can only explicit estimate random errors but not systematic errors (i.e. bias) present in
the data products from fires which are e.g. undetectable due to the limitations in the ob-
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servations. The under-estimation bias observed for these coarse-resolution products
in validation studies indicates that the products likely have considerable systematic er-
rors. Chuvieco et al. (2018) have estimated that the FireCCI50 product has global
omission errors of 70% and MCD64C6 62%, which are partially balanced by commis-
sion errors of 50% and 35% respectively. Roteta et al. (2019) also indicated that a
higher spatial resolution 20m burned area product provided 80% more burned area
than the MCD64C6 product for sub-Saharan Africa, which while not providing a true
validation indicates a considerable underestimation bias in coarse-resolution products.
Users should be aware therefore that the likely systematic biases in coarse resolution
products mean that the TC uncertainties provide a lower bound on the true uncertainty.”

RC2: – Considering the high rate of omission errors, is it not likely that the require-
ment that all three products identify burning in a cell is overly restrictive? What if one
is wrong and two are not? It would be helpful to know how many of the 40% of cells
(Page 7 Line 13) had burned area identified by at least one product.
AC: We agree with the reviewer that this is a limitation of the multiplicative triple col-
location method. The requirement stems from the necessary phrasing of the mul-
tiplicative model to achieve a linear normally-distributed additive error model in log-
space. Other transforms such as the square root transform were considered due to
their ability to contain 0 values. However, these transformations are generally not suit-
able multiplicative models when transformed back to the real line (e.g. burned area
km2). For example, transforming a square-root transformed linear triple collocation
such as

√
x = α + β

√
T + ε back into real units (km2) does not equate to a model in

which the error ε fulfils the properties of being multiplicative, or indeed a random error
component.
We have clarified the 40% figure: Around 50% of cells had burned area identified by
at least one product, though this figure is predominantly determined by cells with very
little detected burned area by any product. For example,enforcing that any product has
to have detected at least 10km2 of burned area over the 13 years (or 40 MODIS pixels)
reduces this figure to 30%. The method is able to sample the majority of the reported
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fire activity by the products. Total burned area for 2001-2013 which do not have associ-
ated uncertainties is less than 0.5% of the total burned area of each product. We have
clarified the 40% figure in the manuscript to indicate the sampling of global burned area
by the TC method with: “The TC method is able to sample the majority of the reported
fire activity by the products. Total burned area over the study period for cells which do
not have associated uncertainties is less than 0.5% of the total burned area of each
product. ”

RC2: – Related to the previous point, a value of 0 burned area can be a correct clas-
sification. Is it valid to throw out the value 0 simply because of the log transformation?
It is not a “no data” value.
AC: We agree with the reviewer but given that the overall effect is small (see discussion
above) we feel that the additions made to the manuscript from the comment make this
clear.

RC2:– Roteta et al. (2019) claim that burned area estimates in Africa are more than
80% higher when using 20m Sentinel-2 data compared to MCD64A1. Their result is
incompatible with the results of this work, so there needs to be a more nuanced expla-
nation of what uncertainty is in the context of this study given that comparison of two
products at 250m resolution is not the same as one product at 250m and another at
20m.
AC: We note that we do not make comparisons of products at 250m/500m but instead
at a lower resolution (1 degree). This point is important because the TC method de-
scribed here is not suitable at the pixel scale where burned area is a categorical vari-
able (although approximate methods have been developed e.g.McColl et al., 2016).
As such the comparison of the two 250m products and a 20m product is the same
within the TC framework – because the products are aggregated to a shared 1 degree
grid. The comparison against the 20m Sentinel-2 would indicate that coarse resolution
products have a natural bias towards under-estimation – which is a systematic error
and can not be estimated from the TC method here. We would therefore refer to the
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text added to Section 5 detailed above. We also note in the text added to Section 5
above that the Sentinel-2 burned area product is not a validation dataset – and should
not be treated as such.

RC2: A more important issue is the recent advances in burned area product vali-
dation which were not accounted for in this manuscript. For example, in P2 L9-11,
the (uncited) claim is made that “Even the largest and most sophisticated validation
datasets correspond to only a small sampling of global fire activity, and it is not clear
whether this is sufficient information to build an understanding of uncertainties at global
and decadal scales”. The work done by Boschetti et al., 2016; Padilla et al., 2015; and
Padilla et al., 2017 show that uncertainty can, in fact, be identified at the global scale
using stratified random sampling.
AC: We would suggest that it is difficult or even impossible for even these large-
scale validation activities to provide unique and well-characterised uncertainties glob-
ally because of the difficulties of scaling. The referenced papers provide omis-
sion/commission statistics averaged over many pixels for selected sites. Scaling from
these statistics to global spatio-temporally dense uncertainties is not straightforward.
This is for example what is done to provide standard uncertainties for the GFED prod-
uct: σ2

B = cBA The uncertainty coefficients cB are estimated against validation data
and applied as a multiplicative error on burned area A to provide a standard uncer-
tainty. For GFED this involves three unique values of cB globally. While larger vali-
dation datasets could effectively further refine cB it is not obvious how to spread the
point estimates from the validation data into cB or a similar statistical measurement
uncertainty model. Parameterising the statistical model would naturally involve an in-
terpolation process of the spatio-temporally sparse validation statistics. For example
would the global omission/commission statistic be used or would the per-validation site
statistics be interpolated by land cover or geographic region? Ultimately these would
still require an uncertainty model similar to the GFED model which is very similar to the
multiplicative TC measurement model with the added limitation of the requirement for
interpolating from the sparse validation points. To clarify this point we have added the
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following to the discussion of the paper (section 6):
“While new large scale validation datasets of burned area have been recently devel-
oped (Chuvieco et al., 2018; Padilla et al., 2017), these provide regional-to-global com-
mission/omission error statistics which need to be interpolated with a statistical model
of the measurement process to provide explicit spatiotemporally dense uncertainties
(such as is done in GFED4). Specifying and then parameterising spatially and tempo-
rally such models is a considerable challenge.”

RC1: On P1 L17, it is stated (again uncited) that the “true information content of such
datasets is still unquantified,” yet the uncertainties of the FireCCI50 and MCD64A1
products are provided as part of the accuracy assessment done by Chuvieco et al.
(2018) as well as within the FireCCI50 gridded product itself (P4 L15). The references
to other works which call for the availability of uncertainty data (e.g. Mouillot et al.,
2014; Rabin et al., 2017; Yue et al., 2014; Knorr et al., 2014) pre-date the work which
has been done through more current validation exercises such as that in Chuvieco et
al. (2018) and Roteta et al. (2019).
AC: We think that this issue is dealt with in section 2.2 and the reply above. We would
repeat from above that however large the validation dataset is, uncertainties for spatio-
temporal grid-scale estimates would still need to be extrapolated with a statistical model
similar to the in the GFED methodology and described in section 2.2 (pg 4 L3). To
clarify this point we have made reference to the validations done by Chuvieco et al.
(2018) and Roteta et al. (2019) in the text added to the manuscript above.

RC2: Finally, the manuscript needs more context to explain why this work is neces-
sary, especially given that there are Stage 3 burned area validation datasets which can
provide estimates of uncertainty in the burned area measurements. The CEOS LPV
guidelines for validation stages are referenced in the Discussion, and while the vali-
dation stage definitions are somewhat vague for stage 3 (https://lpvs.gsfc.nasa.gov/),
“uncertainty” has typically been understood to refer to accuracy with an associated un-
certainty accompanying the accuracy estimate. While the TC method in this manuscript
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can provide uncertainty estimates, perhaps even compatible with Stage 4, the uncer-
tainty is presented independent of the accuracy of the data set – a user cannot use the
uncertainty information alone to know how likely a given pixel is to be correctly labeled.
This is of less concern to the modelling community, but should be addressed nonethe-
less.
AC: We suggest that we have covered these points in responses above, for the most
part. We have argued above that the validation datasets provide one potential route
to uncertainties in burned area but these have specific limitations. In particular issues
of representativity and the ability to formulate a statistical model to extrapolate these
point estimates to a global temporally and spatially dense quantification of product un-
certainties. The TC method presented provides an alternative method – which as we
make clear could provide a useful companion to the omission/commission statistics
provided by validation datasets.
We agree that users should be made aware of how accurate products are the pixel
level (“how likely a given pixel is to be correctly labeled”) and would recommend algo-
rithms move towards pixel level uncertainties. The TC estimates can not directly pro-
vide per-pixel uncertainties but neither can validation datasets for pixels outside of the
validation. We would suggest that pixel QA information is probably the closest to this
(with the exception of FireCCI50 pixel-level uncertainties). To address these issues we
have added comment: “While the TC-estimated uncertainties can not directly provide
information on uncertainties at the pixel level, we would also encourage users to con-
sider the quality assurance (QA) information provided in these products”. The reviewer
states that “uncertainty has typically been understood to refer to accuracy with an asso-
ciated uncertainty accompanying the accuracy estimate” but this does not correspond
to definitions of uncertainty used across several fields which utilise these data products
(i.e. dynamic vegetation models, climate change users & emission users/modellers of
these products etc.) The IPPCC Guidelines provide a useful definition of uncertainty
for these communities: “Lack of knowledge of the true value of a variable that can be
described as a probability density function (PDF) characterising the range and like-
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lihood of possible values. Uncertainty depends on the analyst’s state of knowledge,
which in turn depends on the quality and quantity of applicable data as well as knowl-
edge of underlying processes and inference methods.” (https://www.ipcc-nggip.iges.or.
jp/public/2006gl/pdf/1_Volume1/V1_3_Ch3_Uncertainties.pdf) To make this clearer in
the text we have added the following relevant definition of uncertainty to the introduc-
tion (section 1):
“The trust that users can place into these products can be improved by providing es-
timates of product uncertainty. This entails providing a quantitative statement about
the lack of knowledge of the true burned area described by a probability density func-
tion (PDF) characterising the range and likelihood of possible values (ISO/BPIM, 2008;
IPCC 2006).”

Specific Comments

RC2: The abstract needs to be rewritten. The first sentence ends with a dangling
participle (“these datasets” refers to nothing); the study period should be included in
the abstract; the sentence about the uncertainty estimates is unclear – at minimum it
should note that the estimates are per year, but the phrase “Theoretical uncertainties
indicate constraints. . .” is unnecessarily complicated given that the values are simply
burned area estimates with uncertainty; “product” should be “products”; why are Africa
and Australia singled out in the abstract?
AC: We have changed “mean global burned area” to “mean annual global burned area”
to clarify that these are annual estimates. We have fixed the typo for “products” and
referred to the study period. We have rephrased the sentence beginning “Theoretical
uncertainties indicate constraints. . .” Africa and Australia are singled out because
the three products show the majority of burned area in these continents. The new ab-
stract reads: “Quantitative information on the error properties of global satellite-derived
burned area (BA) products is essential for evaluating the quality of these products e.g.
against modelled BA estimates. We estimate theoretical uncertainties for three widely-
used global satellite-derived BA products using a multiplicative triple collocation error
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model. The approach provides spatially-unique uncertainties at 1◦ for the MODIS Col-
lection 6 burned area product (MCD64); the MODIS Collection 5.1 MCD45 product and
the FireCCI50 product for 2001-2013. The uncertainties on mean global burned area
for three products are NUM for MCD64, NUM for FireCCI50, and NUM for MCD45.
These correspond to relative uncertainties of 4–5.5% and also indicate previous un-
certainty estimates to be underestimated. Relative uncertainties are 8–10% in Africa
and Australia for example and larger in regions with less annual burned area. The
method provides uncertainties that are likely to be more consistent with modelling and
data analysis studies due to their spatially explicit properties. These properties are
also intended to allow spatially explicit validation of current burned area products.”

RC2: A definition of uncertainty should be provided to distinguish between uncertainty
in total burned area vs (for example) temporal uncertainty in day of burning. This is also
important in light of the findings of Roteta et al. (2019) whose results are incompatible
with these using the conventional understanding of uncertainty.
AC: We think is made clear by the clarification of the uncertainty definition added to
the introduction section detailed above.

RC2: P2 L7 “validation exercises”: Some of the previously referenced studies are
intercomparisons, not validation exercises - the former does not imply accuracy as-
sessment. For example, in Humber et al. (2018), no assumption is made that any one
product is correct and in fact it is possible that all four products are incorrect for any
given burn.
AC: We agree and we have rephrased this section to make it clear that Humber et al.
(20198) is an intercomparison study.

RC2: P3 L22-23 “Simon et al. [. . .]”: This does not need to be included, all algorithms
have parameters which lead to commission/omission errors.
AC: We would prefer to leave this in as we think it is important to provide some broader
context on this to readers not acquainted with the limitations of remote sensing/burned
area mapping algorithms.
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RC2: P7: How is the aggregation affected by temporal uncertainty, such as that indi-
cated by the MCD64A1 SDS or the nominal 8-day uncertainty of the MCD45A1 prod-
uct? In theory even a 1-day shift in burn date detection could lead a cell to be excluded
erroneously from a 16-day period and the temporal uncertainty of MCD45A1 is in fact
greater than half of the compositing period. Generally, given that this is a paper about
uncertainty, it would be good to incorporate the temporal uncertainty in the measure-
ments somehow.
AC: We would suggest that the nominal 8-day uncertainty of the MCD45A1 product
is as a nominal value a theoretical overestimate. Figure 7 in Giglio et al. (2018) de-
tails a good agreement in the detection date between MCD64 and MCD45. An 8-day
disagreement for MCD45 against MCD64 occurs in around 2-3% of the pixels consid-
ered. Practically this is also not possible to implement into the TC method. We have
highlighted this issue as a potential limitation of our approach in the manuscript (pg 17,
L9).

RC2: P8: Generally, it would benefit the reader to have a discussion of the fire sea-
sonality – the calendar year has been shown to be a fairly bad cutoff period for burned
area. In Figure 3, the reader would benefit from knowing that the peaks in uncertainty
correspond to the peak of the burning season in Australia. The legend for the figure
should also indicate that this figure refers to Australia, and the figure on the right is
missing the x-axis labels.
AC: We thank the reviewer for the suggestions about figure 3 and have clarified this in
the manuscript with “Large absolute uncertainties are associated with the peak in the
burning season [...]”. We have also improved the caption for the figure.

RC2: P12 L8: The problem with the definition of uncertainty is very evident here (“[. . .]
cropland burning with relative uncertainties of 8-10%.”) The products generally agree
with each other about cropland burning, however they are all severely underestimating
the total amount (See Hall et al., 2016 which demonstrated MCD45A1 and MCD64A1
underestimate agricultural burning by > 90%). This illustrates that the uncertainty pre-
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sented here is relative to the other products, underscoring the need for ground data as
a baseline for comparison
AC: We do not argue with the reviewer that ground data is needed for validating prod-
ucts and note that the TC method is designed to complement validation in the text (pg
19 L10). The reviewer is correct – if the products do agree about the magnitude of crop-
land burning the random errors are small – the products provide a precise estimate. Of
course this does not mean that this magnitude is correct as systematic errors/biases
reduce the accuracy of the product (but not it’s precision). As before this is a feature
that the TC method can only address random errors (eg precision) but not system-
atic errors (eg. bias). We already discuss sources of uncertainties in croplands in the
discussion (Pg 20 L33) and make reference to Hall et al. (2016).

RC2: P13: The comparison the MCD64A1 C5.1 might not be relevant, many things
about the product were changed and there is not a flat 26% increase in burned area
globally – some regions increased significantly more than others, and the detection
rate of small fires is significantly higher in the Collection 6 product. Perhaps a better
test of the TC method would be to replace the Collection 6 product with Collection 5.1
for the purpose of comparing the result.
AC: We considered this but decided that the keep clarity with the rest of the paper
– and the use of MCD64C6 as one of the three products in the TC method – it was
best to compare the uncertainties directly. Further, because the TC method utilizes all
three datasets, changing one will change the estimated uncertainties which makes the
comparison across the paper less meaningful. Because of the version difference we
make no references to differences in burned area detected between the versions but
instead just the relative uncertainties between GFED estimates and the TC estimates.

RC2: P19 L5-7 “the majority of current burned area products have only achieved stage
two validation”: What are the current burned area products referred to in this sentence?
Of publicly available operational (global) products, three come to mind (FireCCI51,
MCD64A1, Copernicus Burnt Area), and of those two were validated at Stage 3 in
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Chuvieco et al. (2018). The reference to Padilla et al. (2014) is actually a strategy
for Stage 3 validation (not Stage 2), and the reference should be expanded to include
Boschetti et al. (2016) and Padilla et al. (2017), both of which improve upon the tempo-
ral robustness of the sample necessary to provide accuracy and uncertainty estimates
through time.
AC: The reviewer is correct we meant to refer to stage four validation. The text has now
been amended: “This study has estimated theoretical uncertainties for three global
satellite-derived burned area datasets. This study provides an update on ongoing ef-
forts to provide quantitative uncertainties for remotely sensed global burned area es-
timates initiated with GFED4 (Giglio et al., 2006b) and continued within the FireCCI
products (Chuvieco et al., 2018). Within the four-stage validation scheme developed
for land remote sensing products developed by CEOS Land Product Validation (LPV),
the majority of current burned area products have only achieved stage threetwo vali-
dation (Boschetti et al., 2009; Morisette et al., 2006; Chuvieco et al., 2018; Boschetti
et al., 2016; Padilla et al., 2017). Meeting the stage four three requirement for statisti-
cally robust and validated uncertainties remains an open challenge for the burned area
community. ”

RC2: P20 L17-18: It seems the results are relevant to modelers at coarse resolutions.
How would a user implement this work at finer scales?
AC: The reviewer is right to suggest that the results are relevant to modellers at coarse
resolution. This is because the uncertainty characterisation presented here is carried
post hoc on the products at coarse resolution. It is not therefore straightforward (without
many assumptions) to downscale these estimates back to the pixel resolution. The
correct route to uncertainty at the pixel to grid cell is via uncertainty quantification at the
pixel scale as has been prototyped in the FireCCI50 algorithm which is then upscaled
to the coarse resolution. As demonstrated in section 4.1.2 these require more work to
be consistent but represent a good first step to multi-resolution uncertainties.

RC2: P21: How should a user implement the information from this work? What about
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reconciling the differences with works like Roteta, who indicated burned area totals in
Africa are well outside of the bounds of uncertainty presented in this work?
AC: We agree that more discussion about the use of these uncertainties is warranted
in the paper. We have therefore added a section to the discussion to describe some
prescient uses of the uncertainties: “While the TC-estimated uncertainties can not di-
rectly provide information on uncertainties at the pixel level, we would also encourage
users to consider the quality assurance (QA) information provided in these products.
The presented TC uncertainties have many uses. The uncertainties could, for example,
be used to drive development and refinement 35 of parameters in dynamic vegetation
models related to fire processes or improve optimisation routines for parameter se-
lection (Poulter et al., 2015; Forkel et al., 2019). They could also be used to better
constrain uncertainties on emission estimates derived from ‘bottom-up’ inventory ap-
proaches (Randerson et al., 2012; French et al., 2004; Knorr et al., 2012; Van Der
Werf et al., 2017). Explicit uncertainties additionally allow for the development of more
advanced assimilation of the satellite observations into models through mathematical
frameworks in data assimilation.” We have addressed the differences between sys-
tematic error and random errors above and added the text discussing these to Section
5.

Technical Comments:

RC2: P5 L30: Should refer to eq. 2-4.
AC: corrected.

RC2: P6 Figure 1: Typo in legend of figure on the left.
AC: thanks.

RC2: P7 L1: Specify 1 degree at the equator.
AC: we have this to “with a resolution of 1 degree at the equator”

RC2: P11 L5: “product’s” should be “products”
AC: changed.
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RC2: P13 L32-33: The last sentence is a fragment.
AC: This has been fixed.

RC2: P19 L4: The reference to Giglio et al., 2006b
should be with “GFED4”
AC: fixed.

RC2: P19 L17: Remove parenthesis around Zhu et al.
AC: thanks.

RC2: – P20 L16-17: References should be in parenthesis.
AC: corrected.
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