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May 2020

Response to Editor

Dear Author,

Thank you for providing thorough replies to the referees’ comments. Please revise the manuscript along
the lines of your replies. Please do consider the suggestion to add a figure highlighting the various steps of
the approach you followed. It would be extremely useful to the readership. You mentioned your concern of
having too many figures already. Some of them could be moved to the supplementary information.

The revised manuscript will be sent to reviewer #2 who indicated his willingness to review the revised version.

Best regards,

Jean-Pierre Gattuso

→ Dear Editor,

we have revised the manuscript according to our replies to the reviewers’ comments. We thank for the edi-
torial work and for the helpful comment to add the figure that highlights the steps taken to decompose [H+]
variability. We have added this new figure to the manuscript. In order not to increase the amount of figures,
we have now merged Figures 4 and 6 (in the previous manuscript version) into one figure (Figure 5 in the
revised manuscript).

Best regards,

Friedrich Burger

Reviewer 1

General comments:

This is a nice manuscript that assesses extreme chemistry variability in ensemble projections of an Earth
system model. The manuscript is both interesting and timely.

→ We thank the reviewer for the positive and encouraging feedback.
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My comments mainly relate to improvements I think the authors could make in understanding the different
drivers of carbonate chemistry variability. Particularly, I’d like to see more on the physical processes driv-
ing the differences between the RCPs and the projected frequency/intensity/duration of extreme variability
events.

→ In this study, we show for the first time how extreme variability events change under increasing CO2 and
we also identify the individual drivers of changes, i.e. changes in temperature, salinity, carbon and/or alka-
linity. An in-depth quantification of the physical processes that cause the changes in the individual drivers
would clearly be an interesting additional analysis, but this is beyond the scope of this study. Nevertheless,
we have now addressed some particular questions on physical processes driving the extremes events, such as
that raised for lines 255-256, and we have added a sentence to the discussion section highlighting that an
analysis of the physical processes would be an important next step.

Another general issue I think is how the authors choose to define extreme events. I would be more comfortable
calling these “extreme variability events” given that mean trends have been removed. This is particularly an
issue when they discuss saturation state and often give the impression that extreme events are projected to
decline.

→ We thank the reviewer for this suggestion. We have changed throughout the manuscript “extreme events“
to “extreme variability events“. We also added a new Figure 11 that compares the changes in extreme events
due to changes in variability with changes in extreme events that are caused by both changes in variability
as well as changes in long-term ocean acidification.

Finally, given that the carbonate chemistry decompositions apparently do not sum, I’m not convinced of
their value. I suggest removing this analysis if it can’t be properly validated.

→ We think that our statement on lines 185-186 ”Unfortunately, these contributions can not be separated
into summable terms because [H+] standard deviation is a nonlinear function of those.” may have led to
confusion. Therefore, we clarify our decomposition approach in the following:

Variance of [H+] as a function of the sensitivities (partial derivatives), standard deviations, and corre-
lations of the drivers involves terms of the form sisjσiσjρij , so products of five variables (si denotes the
sensitivity with respect to variable i here. i could be for example CT and j could be for example AT).
Because of this large degree of nonlinearity, one can not confidently estimate changes in such a product
by applying a first-order Taylor expansion on it. To state this was the intention in lines 185-186. Instead
we added changes in sensitivities, standard deviations, and correlations in three steps and analyzed how
much of the total variability change can be explained additionally by e.g. also taking into account vari-
ability changes on top of the sensitivity changes. This procedure included the nonlinearities in Equation 2
by construction and was thus exact. We have now streamlined the text to make the method more transparent.

However, in response to reviewer 3, we have also extended our approach and decompose variance change
by applying a full fifth-order Taylor decomposition on Equation 2. While the previous approach did not allow
to track how much variability change in [H+] arises from variability changes in the drivers alone and how
much from the interaction between sensitivity and variability changes, the new approach allows to quantify
this aspect. The new decomposition is exact since we take into account all non-vanishing orders of the Tay-
lor series. We then group these terms of the Taylor series into four groups: (1) contributions of sensitivity
changes to the overall change in variance, (2) contribution from standard deviation changes in the drivers, (3)
simultaneous changes in the sensitivities and standard deviations (these can neither be attributed to sensitiv-
ity changes nor to variability changes alone), and (4) all terms that include changes in the correlations. The
method is explained in the revised section 2.2.3 and in more detail with the full decomposition in appendix C.

Nevertheless, the results of this decomposition are consistent with the previous one in the sense that (1)
is the same as ’All Means’ in previous Figures 8+9, (2)+(3) (the sum) is identical to ’All Variabilities’, and
(4) is identical to ’Phasing’ in previous Figures 8+9. The partitioning of ’All Variabilities’ into (2) and (3)
allows to understand more accurately what role variability changes in the drivers play for [H+] variance.
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In response to a comment by reviewer 3, we now also decomposed variance changes for ΩA and added a
plot showing the zonal mean decomposition (new Figure 10).

In summary, we have revised method section 2.2.3, results section 3.4 and appendix C to clarify our
carbonate chemistry decomposition approach.

Specific comments:

L21-23. This could be better explained. I suggest a sentence or two more, including a full definition of omega.

→ We now write: ’The rise in [H+] is partially buffered by the formation of [HCO−
3 ] from [CO2−

3 ]. The associ-
ated decline in [CO2−

3 ] reduces the calcium carbonate saturation state Ω = [Ca2+] [CO2−
3 ]/

(
[Ca2+] [CO2−

3 ]
)
sat

,
i.e. the product of calcium and carbonate ion concentrations relative to the product at saturation. Under-
saturated waters with Ω < 1 are corrosive for calcium carbonate minerals.’

L43. I don’t think Hofmann et al., 2011 is really relevant here as they don’t assess organism adapta-
tion/acclimation under variable chemistry regimes. Many other papers do, with mixed findings, for example
see: (Rivest et al., 2017; Cornwall et al., 2020)

→ Thank you for these relevant references. We now cite Rivest et al. (2017) and Cornwall et al. (2020).

L45-48. The authors are being too concise here. Explain what you mean by undersaturation. I understand
that you might have to refer to aragonite versus calcite but that should probably be already mentioned
anyway.

→ We changed ’undersaturation’ to ’aragonite undersaturation’ and added additional explanation above on
different calcium carbonate minerals and their saturation states, also introducing aragonite and calcite.

L77. Its not very clear what “residual” means in this context, as it hasn’t been defined yet.

→ Following the recommendation by reviewer 2, we renamed ’residual daily variability’ to ’subannual’ vari-
ability throughout the manuscript.

L90. What is the depth of the first ocean level? This will useful to know, as it will be a major determinant
of surface variability.

→ The MOM4p1 model has a free surface and the depth of the first ocean grid level is centered at around 5 m.
We clarified: ’The MOM4p1 model has a free surface and the surface level is centered around about 5 m depth
and the spacing between consecutive levels is about 10 m down to a depth of about 230 m (Griffies,2009).’

L120. What is potential vegetation? Are you referring to a coupled terrestrial carbon cycle? It is not clear
what relevance this has.

→ Potential vegetation refers to a terrestrial carbon cycle setup without land-use change. However, we agree
with the reviewer that this is not relevant in the context of the paper and we deleted this additional infor-
mation.

L142. Do you mean that extremes that last over a change in year are split in two?

→ Yes, this is correct. No changes are made to the manuscript.

L143-145. It would be worth saying something about why this upper ocean region is so important e.g. loca-
tion of most reef forming corals, calcifying phytoplankton etc.

→ We added a sentence to motivate our choice: ”We focus our analysis not only on the surface, but also on
200 m depth to study changes in extreme events within the thermocline, where most organisms susceptible
to ocean acidification are found, such as reef-forming corals and calcifying phytoplankton.”

Fig 1. Legend. This second line of this needs clarifying. I guess you’re subtracting the ensemble mean
change not the ensemble mean. You should say what reference years are used to calculate this ensemble
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mean change.

→ Thank you for the pointer. We have modified the sentence to: ’(b,d) Same as (a,c), but the ensemble-mean
change with respect to the average of the 500-year long preindustrial control simulation has been subtracted.’

L160-165. The methods here are quite convoluted. An illustrative figure highlighting the different steps in
the approach would really benefit readers. This could go in the main text or appendices.

→ We we agree and we have added an illustrative figure. Furthermore, we clarified that we used three steps
to assess whether changes in low or high frequency variability cause changes in extreme variability events
and their characteristic. To keep the number of figures at a reasonable level, we have combined the previous
figures 4 and 6 into one figure (now Figure 5).

L185-186. This suggests something is wrong with the decomposition. At any rate I’m not sure you can call
this a decomposition if the separate terms don’t sum. How far off summing is the decomposition? If it’s not
working its value is highly questionable and probably shouldn’t be included.

→ We have revised the carbonate chemistry decomposition. Please see more details above.

L206-209. Has something like Table A1 been published elsewhere? I would move Table A1 into the main
text. It’s a nice finding that your observation-based product shows [H+] seasonal amplitude increases and
variable trends in omega seasonal amplitude. This forms a nice link between this work and the Landschützer
et al., 2018 and Kwiatkowski & Orr, 2018 papers.

→ We thank the reviewer for this comment and we agree that this has, to our knowledge, not been published
elsewhere yet. Reviewer 2 has made a similar comment. We have moved the Table from the Appendix into
the main text.

L239. What is meant by coherently here?

→ We clarified in the method section the calculation of the volume of individual extreme events: ’mean
volume of clusters of connected grid cells that are above the 99th percentile’. We therefore deleted the word
coherently here.

L255-256. Is this true? In Fig 3c/d this appears true under RCP8.5 but the opposite seems to occur under
RCP2.6. Indeed the projections at 200m under RCP2.6 are very interesting and quite different across metrics.
Any idea why the duration is so much more responsive? Some more detail here would be great. Are there
reductions in stratification post 2040 in RCP2.6? I wonder if greater vertical mixing under mitigation might
be driving the halt/slight decline in the duration of events and the difference in lags across metrics.

→ Yes, the changes (in a relative sense) are larger at the surface than at 200m depth both for the RCP8.5
and for RCP2.6, as can be seen from Table A2 (now in the main text as Table 2). We clarified this by adding
the word ’relative’: ”However, projected relative changes over the historical period and the 21st century are
smaller at 200 m than at surface. . . ”. Global mean event duration at 200m depth is declining under RCP2.6
in the second half of the 21st century mainly due to the decrease in event duration in the subtropics. There,
the reduction in duration is connected to reductions in the contribution from interannual variability to total
variability and partially also to reductions in total variability. We have added this to section 3.1 and write
there: ”This decrease in duration mainly occurs in the subtropics, where events generally last long (Figure
A2b). It is connected to an increase in the contribution from high-frequency variability to total variability in
those regions over that period.”. We think that the mechanism proposed by the reviewer (increased vertical
mixing under mitigation leading to increased high frequency variability at subsurface and thereby to reduced
event duration) is interesting. However, a complete analysis of the physical processes behind the changes in
duration under RCP2.6 is beyond the scope of the study. We added a sentence to the discussion section that
further studies are needed which focus on the physical processes.

L275-279. More care needs to be made when making these sort of statements as the mean decline in OmegaA
has been removed. I would call this variability/extreme variability not extreme events/extreme days.

→ We have changed the notation of extreme events to extreme variability events throughout the manuscript
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and we also added a clarifying sentence in this section: ”It should be noted that, despite this decline in ex-
treme variability events, the long-term decline in the mean state of ΩA still leads to more frequent occurrence
of low values in ΩA (see Discussion section)”

L299-300. Could this be because the areas of upwelling are moving polewards in the model (see Rykaczewski
et al., 2015)? Poleward of these grey regions there appears to be a general increase in extremes, which fits
this narrative. Can you check upwelling or some proxy of this in the model?

→ Except maybe in the California Current Region, Figure 6b does not show a general increase in extremes
polewards of the EBUS. No changes are made to the manuscript.

L313. Extreme “variability” events would perhaps be more accurate (here and elsewhere in the manuscript).

→ We agree and changed it throughout the MS. Please also see reply above.

Section 3.4 As stated above, it’s hard to have confidence in the decomposition if it doesn’t sum to the model
realisation. Maybe the authors would be better to focus on physical processes (upwelling/mixing/ice loss)
and how they might explain changes in variability.

→ Section 3.4 has been revised. Please see above for detail. Although we agree that the investigation of the
underlying physical processes is interesting, we believe that it is out of the scope of the present study. We
added a sentence in the discussion section stating that there is more work to do on the underlying physical
processes.

L394-395. Some further detail is needed here I think.

→ We rewrote the sentence to ”Extreme variability events in ΩA are projected to become less frequent in
the future. It is because ΩA, unlike [H+], becomes less sensitive to variations in the drivers with the mean
increase in CT. Furthermore, the projected reductions in the drivers’ variabilities, mainly in CT, significantly
add to the reduced occurrence of ΩA variability extremes.”

Section 4. I recommend dividing this into a few small subsections.

→ Many thanks for the suggestion. However, we decided to keep the structure of the discussion and conclu-
sion section as is.

L411-414. But presumably once omega<1 is reached, the ocean spends a greater amount of time undersatu-
rated when this reduced variability is taken into account. Can you comment on this?

→ This is certainly true. We now discuss this aspect in the new discussion paragraph about extreme events
defined by a fixed baseline. We write: ”Interestingly, the GFDL ESM2M projects that surface mean [H+]
overshoots the preindustrial 99th percentile in year 1975 on global average. Thereafter, higher variability
actually reduces the number of extreme event days that are above the preindustrial percentile. Surface mean
ΩA falls below the preindustrial 1st percentile in year 1990. After that, lower variability further increases the
number of extreme event days below the preindustrial percentile.”

Fig 11. This is an interesting figure.

→ Many thanks!

L424-425. This is computationally a big task. Maybe the community could get by with some daily statistics
output at monthly resolution?

→ Our analysis shows that the average duration of an extreme [H+] event at surface is about 10 days at
preindustrial and 15 days at present-day. It can therefore not be represented by monthly data. We modified
the text to: ”In addition to earlier studies, we also show that changes in subannual variability contribute to
changes in extreme [H+] variability events under increasing atmospheric CO2 and that the average duration
of extreme variability events at the surface and at present-day is about 15 days. It is therefore critical to use
daily temporal output to assess extreme events in ocean acidity.”

L448-449. This seems off topic.
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→ We agree and removed the sentence.

L471. I think you need to clarify some of these definitions. To most people seasonal cycles are a form of
sub-annual variability.

→ We added a clarification on the definition of the seasonal cycle: ’the seasonal cycle, here defined as the
365-day long mean evolution over the course of a year’

Technical comments:

L36. A reference is needed at the end of this paragraph. Some of those already cited in this paragraph would
suffice.

→ We added Hofmann et al., 2011.

L39. The formatting of multiple references here is different to elsewhere in the manuscript.

→ We fixed the formatting issue.

Fig 1. Legend. Mention that this is for the surface ocean.

→ Mentioned at beginning of caption:’ Simulated daily surface [H+] (a) and ΩA (c)’

L221-224. It would be clearer to discuss model performance at capturing mean seasonal cycles before dis-
cussing trends in seasonal cycles.

→ Following the recommendation, we changed the order and now discuss the mean seasonal cycles before
discussing the trends.

L272-273. I would rephrase this. 200m is not really the deep ocean.

→ Changed to ’surface-to-deep ocean transport” to ”surface-to-subsurface transport’

Fig 5. Labels (extreme days/intensity/duration) on left of this figure would make it easier to read.

→ We have followed the reviewers recommendation, also for the analogous supplementary figure A1.

336. “during the” preindustrial

→ Changed.

Reviewer 2: James Orr

General comments:

This manuscript has the potential to become the first published peer-reviewed study on extreme events in
ocean acidification, something that would nicely complement recent studies focused on projected changes in
marine heatwaves. The subject is highly relevant for publication in Biogeosciences, the analysis is original,
and the authors have clearly devoted considerable effort. Before it can be published though, more work seems
needed to make the analysis more accurate and to better communicate these results to the larger community.

→ We thank the reviewer for this positive statement and the careful and detailed review. We appreciate the
suggestions on how to improve the manuscript.

For the analysis, my main concern is that in the deconvolution of drivers, the authors’ equation for the Taylor
expansion of the variance (Equation 2) is flawed. The bad news is that the units for the first 4 terms on the
right-hand side (RHS) do not check. Those units should each be identical to the units for the sole term on
the LHS, i.e., the total variance in (nmol/kg) 2 , but they are not. To have the right units, the sensitivities
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(partial derivatives) in the first 4 terms would each need to be squared. That modification will change the
balance between terms. Given that error, it is not surprising that the authors say that ”these contributions
can not be separated into summable terms” (line 186). The good news is that the 6 final terms in that equa-
tion do have the right units; they are correct as is. Moreover, by making these modifications, the authors
should be able to get the terms to add up. With the squared sensitivities, this equation has already been
given correctly in previous work such as for uncertainty propagation of CO2 system variables (Dickson and
Riley, 1978; Orr et al., 2018) and for analysis of the variance of seasonal to interannual variability (Ericson
et al., 2018). When using the corrected equation, the authors will need to demonstrate quantitatively that
all the terms on the RHS add up to the value on the LHS. That could be done very clearly by showing zonal
means on the same plot for each RHS term, the sum of all RHS variance terms, and the actual simulated
value for the total variance of [H+].

→ We thank the reviewer for pointing us to this issue. We apologize that we have made a typo in equation
2. The sensitivities in the first four terms on the RHS should be squared (we have had applied the formula
correctly, it was an unfortunate typo that made it’s way into the formula in the manuscript.). In response
to the reviewers’ comments, we have revised all sections in the manuscript on the carbonate chemistry de-
composition. More details can be found above in response to the third general comment by reviewer 1.
We appreciate the proposal of adding zonal mean plots and included those in the figures. They show that
the representation of [H+] /ΩA variance by Equation 2 works reasonably well. The Taylor decomposition of
Equation 2 itself is exact since it contains all terms. The references mentioned by the reviewer are now cited
in the manuscript.

A second flaw with the analysis is that when comparing different contributions, the authors usually com-
pare standard deviations, not variances (e.g., in Figs 7, 8, 9, and A5, and the 4 equations in Appendix C).
Although perhaps more intuitive because of the units, comparing the standard deviations of the different
components leads to a false impression of relative importance. It is only the variances of the components
that linearly add up to the total variance. When minor components are compared in terms of their standard
deviations, they appear overly important in terms of their contribution to the total variance. The authors
should make all comparisons in terms of variances, not standard deviations.

→ We agree that Equation 2 suggests to use variance as variability measure. We therefore changed all vari-
ability analyses such that only variances are used throughout the manuscript.However, we would like to note
here that using variances instead of standard deviations does not change one of our main conclusions that
changes in mean CT are mainly responsible for changes in extreme variability events in [H+] . Furthermore,
it does not changes our conclusions on the frequency decomposition of variability changes.

A third flaw with the analysis is that changes in the mean state (trend) have been removed and seldom enter
into the discussion. Because most of the future change in both [H+] and ΩA will be due to changes in the
mean state, this neglect leads the authors to make statements that make little sense, such as the following:
L152: ”changes in different extreme event characteristics are only caused by variability”

→ We have included a new Figure 11 in the Discussion section that also shows changes in extreme events
due to changes in the mean state in addition to changes in variability. We have also added a new paragraph
that discusses this new figure. In addition, we have clarified throughout the manuscript that in our study,
changes in different extreme event characteristics are only caused by changes in variability. We now also call
these extreme events ’extreme variability events’ to clearly distinguish from extreme events that are caused
by long-term ocean acidification.

L301-302: ”extreme [H+] days are projected to disappear in the RCP8.5 scenario by the end of the century”

→ We have clarified: ”In most of these regions, extreme variability events are projected to disappear in the
RCP8.5 scenario by the end of this century”

L309: ”the occurrence of extremes is projected to decrease”

→ We have clarified: ”The regions in the Southern Ocean where the occurrence of extreme variability events
is projected to decrease largely overlap with those for RCP8.5, at surface and at depth.”
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L314: ”ΩA extreme events are projected to disappear by 2081-2100”

→ We have clarified: ”extreme variability events in ΩA are projected to disappear by 2081-2100”

L316-317: ”No extreme events are projected for most of the ocean during 2081-2100 under RCP8.5”

→ Changed to: ’no extreme variability events are projected for most of the ocean during 2081-2100 under
RCP8.5’

Hence there is a communication problem that is directly tied to the authors’ peculiar meaning for ”extreme
event”. Unless the authors can bring the mean state back into the picture, they cannot legitimately use
the term ”extreme event”. They are currently focusing only on a diagnostic for changes in variability. To
help remedy the problem, I would like to see the authors provide a quantitative analysis of the contributions
of each of the temporal components, including the change in the mean state (trend), to the overall change
in the maxima. They might be able to do this without repeating their entire analysis procedure, simply by
computing the variance due to the change in the mean state and adding that to the total of the other variance
contributions that have already been computed. This analysis would clearly demonstrate the dominance of
the change in the mean state and properly put the authors’ other results into context.

→ As pointed out above, we have now included a new Figure 11 in the Discussion section that also shows
changes in extreme events due to changes in the mean state in addition to changes in variability. In addition,
we now use the term ’extreme variability events’ to clearly distinguish extreme events that are caused by
only variability changes from extreme events that are caused by long-term ocean acidification and variability
changes.

The study of marine heatwaves by Froelicher et al. (2018) included the change in the mean state as part of
the analysis, so it is even more unclear to me as to why the same was not done here for the analysis of extreme
events in [H+] and ΩA . Moreover, the relative importance of the change in the mean state relative to other
temporal fluctuations (subannual, monthly, interannual) seems to be much larger for [H+] and ΩA relative
to SST. Its prominent role needs greater emphasis in this study by Burger et al.

→ We are well aware of earlier studies that investigate changes in marine heatwaves under global warming.
A co-author of our study is first author of the mentioned heatwave study. In general, there are different
approaches how to define extreme events: (i) defining these events relative to ocean conditions during a
fixed period of time (i.e. as was done in the Froelicher et al. study), or (ii) relative to a shifting baseline
as was done here. When following approach (i) and taking the secular change into account, the increase in
the number of extreme days is much larger than following approach (ii) owing to the high signal to noise
ratio in the ocean’s carbonate chemistry under anthropogenic carbon uptake (see for example Froelicher et
al. 2016). We have now clarified this with an additional paragraph and Figure 11 in the discussion section.
The figure puts the changes in extreme variability events in context with changes obtained when analyzing
extreme events defined with respect to preindustrial thresholds.

We included following paragraph in the discussion section: ”In this study, we analyze changes in extreme
variability events that are defined relative to a shifting baseline. If the long-term increase in ocean acidity and
decrease in ΩA is taken into account, i.e. defining the extremes with respect to a fixed preindustrial baseline
(here the preindustrial 99th percentile for [H+] and the preindustrial 1st percentile for ΩA), the changes in
[H+] and ΩA extremes are much larger (cyan lines in Figure 11). Under the RCP8.5 scenario, every day
becomes an extreme event day in year 2051 at surface and in year 2067 at 200 m depth (Figure 11a). The
model also projects year-round extreme conditions for ΩA at the surface and at 200 m by the end of the
21st century under RCP8.5 (Figure 11b). Comparing the two frameworks for surface [H+] extremes under
present-day conditions, the annual number of extreme event days as defined in this study (i.e. with shifting
baseline; black line in Figure 11) is on global average only 3.8 % of that also including the mean changes
(i.e. with fixed preindustrial baseline; cyan line in Figure 11). This fraction differs regionally and reaches
more than 10 % in the North Pacific, the North Atlantic, and the Arctic Ocean. Interestingly, the GFDL
ESM2M projects that surface mean [H+] overshoots the preindustrial 99th percentile in year 1975 on global
average. Thereafter, higher variability actually reduces the number of extreme event days that are above
the preindustrial percentile. Surface mean ΩA falls below the preindustrial 1st percentile in year 1990. After
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that, lower variability further increases the number of extreme event days below the preindustrial percentile. ”

One reason why we have focused our main analysis on extreme variability events is the fact that even
changes in variability can have deleterious consequences for marine organisms as we state in the introduction
section.

Specific comments:

L2: Please define what is meant by by ”acidity”. Acidity is a term used by aquatic chemists to refer to base
neutralizing capacity, just as alkalinity is used to refer to acid neutralizing capacity. Acidity does not a priori
refer to [H+] just as alkalinity does not refer to [OH-]. The meaning of the authors ([H+]) differs and has to
be defined. If acidity is to be used, I would be more comfortable with the term ”free acidity” when referring
only to [H+] because that is only part of the total acidity that is not bound up in other ions that react with
[OH-].

→ We thank the reviewer for bringing this up. When writing acidity, we actually refer to the hydrogen ion
concentration on the total scale that includes sulfate ions

[H+] T = [H+] F + [HSO−
4 ].

We added a clarifying sentence to the manuscript: ”[H+] is on the total scale and hence the sum of the
concentrations of free protons and sulfate ions.”

L3: It is unclear what is meant by ”mean ocean acidification”. Ocean acidification involves changes in many
CO2 system variables simultaneously.

→ We replaced ’mean ocean acidification’ by the hopefully less ambiguous expression ’long-term ocean acid-
ification’.

L28: Please define ”short term”. Also add a hyphen (see Global changes section below).

→ We clarified: ’Superimposed onto the long-term decadal- to centennial-scale ocean acidification trend are
short-term extreme variability events on daily to monthly timescales, during which ocean pH and/or Ω are
extremely low (Hofmann et al., 2011; Joint et al., 2011; Hauri et al., 2013)’

L61-62: The sentence refers to changes in [H+] and ΩA and cites references most of which only addressed
the seasonal cycle of pCO2. Please separate the references so that the readers know which one(s) actually
addressed [H+] and ΩA .

→ Also in response to reviewer 3, we now write: ’In addition to the changes in the mean, recent studies
suggest that the seasonal cycles in [H+] and Ω are also strongly modulated under elevated atmospheric CO2.
Higher background concentrations of dissolved inorganic carbon and warmer temperatures produce stronger
departures from mean state values for a given change in pertinent physical or chemical drivers for [H+] and
weaker departures for Ω (Kwiatkowski and Orr, 2018; Fassbender et al., 2018). Other studies have also
addressed the changes in the seasonal cycle of pCO2 (Landschützer et al.,2018; Gallego et al., 2018; McNeil
and Sasse, 2016; Rodgers et al., 2008; Hauck and Völker, 2015).’

L76: ”daily output” is ambiguous. Please say ”daily mean output” if that is what you mean. If more fre-
quent, say something like ”6 hourly output”. This is an important point because the analysis does not seem
to include the potentially large diurnal cycle if it is based on daily mean output.

→ Yes, we meant daily mean output. We now refer to daily mean output and daily mean data throughout
the manuscript.

L77: It seems ambiguous to write about ”daily variability”. That could be misunderstood by readers to
mean ”diurnal variability”, which the authors did not consider because they are presumably using daily
mean output.

→ We replaced ’residual daily variability’ by ’subannual variability’ throughout the manuscript.
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L79-81: Please delete the last 3 lines. It is much nicer to end the Introduction with the aim of the study.
Moreover, subsequently diluting the aim by following that with an outline of the paper makes no sense,
particularly when that outline follows the standard IMRAD format (Introduction, Methods, Results, and
Discussion) which is what is expected anyway.

→ Following the reviewers suggestion, we deleted the last three lines of the paragraph.

L98: I suspect that the GFDL-ESM2M model does not simply use the K1 and K2 directly from Mehrbach
et al. (1973), unlike what is stated, but rather the K1 and K2 from the Mehrbach data after being converted
to the total hydrogen scale by either Dickson and Millero (1987) or Lueker et al. (2000). Please clarify.
Another important point that is not mentioned which concerns the model’s total alkalinity equation. Does
the total alkalinity equation in the GFDL-ESM2M model include contributions from phosphoric and silicic
acid systems. Many models do not, and this can bias pCO2 in the high latitudes by 10 ppm or so. [H+]
would also be affected.

→ We thank the reviewer for this pointer. The model indeed uses K1 and K2 from Dickson and Millero (1987)
(Table 4 therein) based on Mehrbach et al. (1973). Total alkalinity in ESM2M includes contributions from
phosphoric and silicic acid and their conjugate bases. We clarified in the manuscript: ’The ocean carbonate
chemistry is based on the OCMIP2 parametrizations (Najjar and Orr, 1998). The dissociation constants for
carbonic acid and bicarbonate ions are from Dickson and Millero (1987), which are based on Mehrbach et al.
(1973), and the carbon dioxide solubility is calculated according to Weiss (1974). Total alkalinity in ESM2M
includes contributions from phosphoric and silicic acids and their conjugate bases.’

L100: This mention of diurnal variability seems irrelevant if the authors are using only daily mean output,
which seems to be the case. Please delete.

→ We decided to keep this, as we do not want to hide this information from the reader, who might be
interested in this caveat. No changes are made to the manuscript.

L140: The mention of the software seems too vague. What function was used from the library?

→ We specified the software in the text: ’calculated using the measure.label function from the scikit-image
library for Python’

L148-149: It is not clear to me why each ensemble member is detrended with the ensemble mean trend
rather than the trend in the individual ensemble member. I understand that it is easy conceptually just to
calculate the ensemble mean trend and use that. But one could also use a spline to detrend each ensemble
member. Anomalies relative to the ensemble mean trend will be larger than those relative to the individual
member trend. They would contain differences due to the different trends in the ensemble members as well
as differences due to the other variability.

→ Our approach is based on the assumption that all ensemble members share the same anthropogenic trend
in [H+] and ΩA (they share the same prescribed atmospheric CO2 evolution) and that deviations from this
trend are only a consequence of internal variability. Therefore, we chose to subtract the ensemble mean (with
the seasonal cycle removed by an additional running mean) instead of splines because we did not want to
make an assumption about the shape (linear, cubic, etc.) of the secular trend in [H+] over the 240yr period
from 1861 to 2100. For a large ensemble, averaging the individual ensemble members yields an ensemble
mean that only contains the forced evolution. In our case, due to the relatively small ensemble size, we likely
also remove some variability from the ensemble members as discussed in appendix A. However we also think
that, when subtracting an individual polynomial spline from each ensemble member, one also introduces some
error by either a) adding interannual to decadal variability by subtracting a too-low-order polynomial that
deviates from the actual forced evolution or b) subtracting a too-high-order polynomial that misinterprets
interannual to decadal variability as forced evolution. Therefore, we kept our method as is.

L151: Please reword. It is not that the mean state is constant. Rather, the trend was removed.

→ We clarified: ’The removal of the secular trend ensures that the mean state in the processed data stays
approximately constant while day-to-day to interannual variability can change over the simulation period
(depicted for one grid cell in Figure 1).’
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L159: It says that both the standard deviation and variance are used. As mentioned in the general comments,
I think that the comparison should be made only with the variance.

→ Also in response to the general comment above, we removed any reference to standard deviation from the
manuscript.

Figure 1: caption - change ”subtracted” to ”removed”. If the ensemble mean were simply subtracted, the
mean of the preindustrial period would be zero rather than 7.3. Using ”removed” gives more leeway in the
meaning.

→ Also in response to reviewer 1, we clarified: ’(b,d) Same as (a,c), but the ensemble-mean change with
respect to the average of the 500-year long preindustrial control simulation has been subtracted’.

L164: ”daily variability” is a confusing term. It could be taken to mean ”diurnal variability” by some readers.
I think the authors should stick with the term ”subannual” and define that carefully as meaning ”with the
seasonal cycle removed but ignoring diurnal variability.”

→ Following the reviewer’s proposal, we replace the term ’residual daily variability’ by ’subannual variability’
throughout the manuscript. Many thanks for this suggestion.

L166: It is dangerous to simply compare contributions from the different standard deviations, which do not
add up linearly and give a biased impression of their contributions to the total variability. Rather, use the
variance of the different components, which add linearly to make up the total variance.

→ Following the general comment above, we removed any reference to standard deviation from the manuscript.

L168: Please clarify what is meant by ”changes”.

→ In response to a comment by reviewer 1, we rewrote this sentence. It now states: ’In order to assess
whether changes in low or high frequency variability cause changes in extreme variability events and their
characteristics, we use three steps to decompose the total variability in [H+] into interannual, seasonal, and
subannual variability.’

L172: Equation 1 does not seem to be used. Please just delete it and remove any mention of it in the text.

→ We prefer keeping Equation 1 in the text for clarity as it helps to understand Equation 2.

L182: Equation 2 is wrong. In the first 4 terms, the partial derivatives should be squared. This fix will
change the balance of their contributions.

→ We thank for bringing up this typo and squared the partial derivatives.

L186: Since your Eq. 2 is wrong, it is not surprising that the terms do not sum up to match the total
simulated variance. This match is key if we are to believe the deconvolution analysis.

→ This comment is discussed above in the general comments.

L209: Table A1 should be brought into the main body of the text and given as Table 1.

→ We thank the reviewer for this comment and we agree that this has, to our knowledge, not been published
elsewhere yet. Also reviewer 1 has suggested the same thing. Therefore, we move the Table from the Ap-
pendix to the main text.

L215-221: It is unclear how trends and the error bars were computed for the data based estimates

→ We added an additional appendix section on the methodology for estimating trends and their confidence
intervals as well as on testing for difference between trend estimates.

L215-221: What is the statistical significance of the model vs. data-based comparisons? In some cases, they
do not appear to differ statistically, e.g., for ΩA in the northern high latitudes.

→ We now tested all trend estimates for difference. Furthermore, we modified the uncertainty of the esti-
mates for the simulated trends, as we had a mistake in our calculations for the uncertainty of the simulated
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ensemble-mean trend. With the corrected simulation trend uncertainties, it turns out that the difference for
ΩA in the northern high latitudes is in fact significant. Further details on the methodology can be found in
the added Appendix D.

L229: Is there not some question about the data-based estimate of seasonal variability in the Southern Ocean
where winter data is sparse?

→ This is a good point. We added an additional comment on line 203: ’An exception is the Southern Ocean
where data-based pCO2 products are uncertain due to sparse data in winter (Gray et al.,2018).’ We also
included at the end of the section: ’Nevertheless, the observation-based trends in the northern and especially
southern high latitudes are rather uncertain because winter time data is sparse there.’.

L230: I would recommend being more cautious, by saying something like ”it appears that the GFDL-ESM2M
model is adequate to assess...”

→ Many thanks. We followed the recommendation and changed the sentence accordingly: ”Even though we
lack the daily observational-based data to undertake a full assessment, it appears that the GFDL ESM2M
model is adequate to assess changes in open ocean ocean acidification extreme events.”

L238: What is meant by intensity?

→ We clarified that we mean ’maximal intensity’ as introduced in the method section.

L239: Table A2 should be brought into the main body of the paper and given as Table 2. This would allow
the authors to simplify the text to mention only the mean changes and avoid giving the uncertainty ranges
in parentheses. That simplification would make reading easier. Alternatively they could just give the ranges
and not the mean changes. More generally, the first 4 paragraphs of this section (3.1) suffer from trying to
cram too much information into every place where any numerical fact is mentioned. Writing complex things
such as ”0.20 nmol kg-1 (0.19-0.21 nmol kg-1; 18

→ We moved Table A2 to the main text. Furthermore, we followed the recommendation and removed the
ensemble ranges from the text to make it more accessible. We only kept the ranges for the comparison of
RCP2.6 and RCP8.5 since these are not given in the table.

L240: Please tell us what fraction of the total volume above 200 m is represented by the 2.7 x103 km3.

→ We added the requested information and changed the sentence to: ”Ocean acidity extremes in the upper
200 m occur with a typical volume of 2.7·103km3, which is about 0.004 % of the total ocean volume in the
upper 200 m (Figure 4g).”

L254-255: ”is connected to” is vague. The increased contribution of interannual variability is not a mecha-
nistic explanation. Previous work has discussed why changes in [H+] in the subsurface are larger than those
at the surface (Orr, 2011; Resplandy, 2015). Perhaps their chemical explanation explains the longer duration
of extreme variability mentioned here as well.

→ L254-255 was intended to state that the longer duration of events at depth compared to the surface is
connected to the higher relative contribution of interannual variability to total variability at depth (63%
at 200m depth vs 11% at the surface). We rewrote the sentence to clarify that we compare 200m depth
duration to surface during preindustrial times: ”The longer duration is connected to the more pronounced
contribution from interannual variability (see Section 3.3).”.

Differences in changes within our simulations between the surface and 200m depth are similar to the differ-
ences reported by Resplandy et al., 2015 for the comparison between stratified tropical waters compared to
mode and intermediate waters: Although the mean DIC changes between preindustrial and RCP8.5 2081-
2100 are larger at the surface than at 200m depth (184µmol kg−1 vs 154µmol kg−1), the change in mean
[H+] is larger at 200m depth (11.4nmol kg−1 vs 9.8nmol kg−1). Yet, total [H+] variance at surface quadruples
between the two periods while variance at 200m depth only increases by a third. In our understanding, this
is due to the fact that [H+] variability changes (in contrast to [H+] mean changes), not only depend on mean
changes in the drivers (most of all DIC), but also on variability changes in the drivers. This is discussed in
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section 3.4 in the manuscript and we hence do not go further into detail in section 3.1.

L270-271: Given the large uncertainty between ensemble members, can the authors really say that there is a
statistically significant increase in extreme days per year, intensity, and volume of events? I see no subplot
for the Volume for the 200-m analysis.

→ We have not stated that there is a significant increase, but just say ’considerably’. However, we have now
tested the significance with a simple t-test and found that the differences between 2041-2060 and 2081-2100
in maximal intensity, event days, and volume are all significant with p values smaller 1e-7 (testing the 20
ensemble-mean annual averages of the first period against those of the second). The text has been changed
accordingly.

The volume of event metric describes the volume covered by events within the first 200m - it is by con-
struction a column-integrated metric and not connected to a specific depth level. We changed the wording
to clarify this.

Section 3.2 and 3.3: There are many statements particularly in these sections that make no sense because
when addressing ”extreme events”, one must include the dominant contribution from changes in the mean
state.

→ To clarify that we investigate extreme events that arise only from variability, we replaced ’extreme event’
by ’extreme variability event’ throughout the manuscript.

Section 3.4: This section will need to be completely rewritten after the fixing the first 4 terms in Eq. 2
and reevaluating the associated contributions. In addition that analysis should include a more quantitative
assessment than just showing maps of the different contributions. A comparison of zonal means would be
a good start. One could also compare contributions to the variance with stacked bar charts with different
parts of each bar indicating different temporal components, similar to those shown in Kwiatkowski and Orr
(2018).

→ We completely rewrote section 3.4. More detail on the revised decomposition can be found in the response
to the third general comment by reviewer 1. As proposed by the reviewer, we added zonal mean plots to the
figures that allow a more quantitative assessment.

L390: It is not clear what ”nonlinear dependence” refers to. The authors use a 1st order Taylor expansion,
which is linear in terms of the variances.

→ We use the first order Taylor expansions to decompose variance in a period. When we analyse changes
in variance between two periods, we analyse the change in this first order Taylor expansion. The changes in
the partial derivatives in fact represent the contribution from nonlinearity in our belief. However, we agree
that the sentence, as it was in the text, might confuse and now write instead ”The increase in [H+] extreme
variability events is a consequence of increased sensitivity of [H+] to variations in its drivers.”.

L396-405: The comparison of the results for the 99th and 99.9 percentiles of ”extremes” is also confused by
the general neglect of the effect of the mean state, which is dominant. This paragraph should be rewritten
with that in mind or otherwise deleted.

→ We do not understand the reviewer comment here. Yes, as we stated above, we do neglect the changes
in the mean state in our main analysis and focus on changes in extreme variability events. But here we
investigate how different definition of extreme events may impact our results. No changes are made to the
manuscript.

L410-415: There seems a missed opportunity to compare the authors’ results in terms of the effect of changes
in variability to those from McNeil and Matear (2008) who assumed that seasonal variability was unchanged
but advanced the time at which the ΩA =1 threshold was reached relative to previous work that did not
address seasonal variability.

→ We thank for the great hint and added a comparison of our results to the study by McNeil and Matear:
”Assuming unchanged seasonality, McNeil and Matear (2008) found that seasonal aragonite undersaturation

13



of surface waters in the Southern Ocean may occur 30 years earlier than annual mean aragonite undersatura-
tion. However, our simulation shows that the reduction in ΩA variability delays the onset of undersaturation
by about 10 to 15 years in the Southern Ocean relative to a hypothetical simulation where variability does
not change. Therefore, changes in variability need to be taken into account when projecting the onset of
seasonal undersaturation, especially in the high latitudes and in the thermocline of the tropics.”

L416-418: The discussion about arbitrary thresholds for [H+] is too vague. More details would be needed if
it is to be kept.

→ We agree with the reviewer and have deleted these two sentences.

L424-425: The text states, ”It is therefore critical to uses daily temporal output to assess extreme events in
ocean biogeochemistry.” I believe that this statement tends to oversell the importance of the variability of
the daily-mean output variability. Currently the authors results indicate that daily-mean variability of [H+]
and ΩA is generally a minor, second-order concern in surface waters. That is actually good news for future
analysis, because saving daily mean output is not feasible on a routine basis, especially considering the many
CMIP models and scenarios.

→ We somewhat disagree with the reviewer given that the average duration of an acidity extreme event is
less than a month. We clarified this in the text: ’In addition to earlier studies, we also show that changes in
subannual variability contribute to changes in extreme [H+] variability events under increasing atmospheric
CO2 and that the average duration of extreme variability events at the surface and at present-day is about
15 days.’

On the other hand, the contribution to the total variance from diurnal variations, a component that the
authors do not quantify, may be much larger especially in coastal regions. An assessment of that variability
in the observations and in high-resolution models should remain a priority.

→ We mention that in the caveat section: ”Future studies with Earth system models that resolve diurnal
processes are needed to quantify changes in diurnal variability and the impacts of these changes on extreme
acidity events.”

L447-449: The discussion about the ”partial” diurnal cycle in TOPAZv2 (GFDL-ESM2M) does not seem
relevant because by using daily means, the authors do not assess diurnal variability. This sentence should
simply be deleted. It will only confuse the reader.

→ We somewhat disagree with the reviewer. This statement about the diurnal cycle is included in caveat
section as we think this is an important caveat of our study that needs to be discussed. No changes are made
to the manuscript.

L455-456: It seems misleading to lead off this sentence with ”While coastal species may be adapted to large
variability in ocean acidity...”. Although already large variability of [H+] is seen in coastal regions, that vari-
ability will also grow as atmospheric CO2 continues to invade the ocean and coastal-water buffer capacities
also decline.

→ We agree with the reviewer and have deleted this sub-sentence.

L464-465: As written, this first statement in the final paragraph was known already before this study was
undertaken based on previously published papers concerning the future increase in the mean state and the
future growth in seasonal variations of [H+]. This new study confirms those findings. It should not say ”our
analysis reveals”, although it could say something like it ”confirms previous findings ...”

→ We have extensively discussed previous findings in the discussion section as well as in the introduction.
Therefore, we would like to highlight in this last paragraph some of the main findings of our paper. We
therefore changed the sentence to: ’In conclusion, our analysis shows that marine organisms and ecosystems
are projected to be exposed to less stable [H+] conditions in the future with more frequent occurrences of
variability-driven short-term extreme [H+] conditions.’

L467: What is ”mean” ocean acidification?
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→ We replaced ’mean ocean acidification’ by the hopefully less ambiguous expression ’long-term increase in
ocean acidity’.

Technical concerns:

Global Changes:

• change ”200 m depth” to ”200 m” → Changed throughout the manuscript.

• change ”point in time” to ”time” → Changed throughout the manuscript.

• change ”points in time” to ”times” → Changed throughout the manuscript.

• MISSING HYPHENS: the terms ”short term”, ”deep water”, and ”sea ice” should all include a hyphen
when they modify a noun → Changed throughout the manuscript.

L38: change ”The vast majority of” to ”Most of the”. Delete ”so far”

→ Changed.

L44:

• delete ”one might expect that”. → Changed.

• change ”exhibit” to ”have” → Changed.

• It is not ”carbonate chemistry” that will cross critical thresholds. That is like saying ”physics will cross
thresholds”. You could instead say ”key CO 2 system variables” → Changed and acknowledged.

L46: change ”negatively impacted” to ”adversely affected”.

→ Changed.

L49: change ”undergo a decline in” to ”exhibit reduced”

→ Changed.

L63:

• change ”suggest” to ”project”. → Changed.

• change ”is projected to” to ”will” → Changed.

L69:

• change ”extreme” to ”extremes” → We kept it as is.
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• Please separate citations so that we know which ones address heatwaves and which ones address sea-
level rise. → Done.

L78: change ”imprint on the occurrence” to ”affect”

→ Changed.

L84: change ”are performed” with ”were made”

→ Changed.

L104:

• change ”1000 year” to ”1000-year”. → Changed.

• ”a new computing infrastructure” is vague. Please clarify your intended meaning. → Also in response
to reviewer 3, we have deleted the detailed information about the spin-up procedure as it is a distraction
and not needed for understanding the model simulation setup.

L108: insert ”the average” before ”atmospheric”

→ Changed.

L111: insert ”average” before ”atmospheric”

→ Changed.

L120:

• change ”500 year” to ”500-year” → Changed.

• delete ”long” → Changed.

• what is ”potential vegetation” → Also in response to other reviewer comments, we deleted this addi-
tional information as it is not key to understand the results of the study.

L121: make the same first 2 changes as in the previous line but for ”220 year long”

→ Changed.

L124:

• write ”daily mean” instead of ”daily” → Changed.

• add ”the aragonite saturation state” before the symbol ΩA→ Changed.

• delete the 2nd sentence → Changed.
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L202: change ”is” to ”appears to be”

→ Changed.

L238: change ”typical” to ”average”

→ Changed.

L266: delete ”blue lines in”. That color information should only be given in the Figure or its caption.

→ We kept this information in the main text as, in our opinion, this facilities the understanding of the text
and its link to the figure.

Figure 2: The choice of colors for the lines could be improved. It is hard to distinguish light green vs.
dark green and blue vs. purple. Yellow is difficult to see on a white background. Are these colors good for
colorblind people?

→ The colors were taken from the viridis color scale and should be color-blind safe (see https://cran.

r-project.org/web/packages/viridis/vignettes/intro-to-viridis.html). We changed the yellow color
to orange color to make it more visible.

Figure 3: There is too much white space and repeated information. To remedy these problems, I’d suggest to
start by labeling the subpanels as a matrix, i.e., with row labels and column labels. Thus you could remove
the title for each subpanel and use that as the row label of the matrix. The row labels should only be given
on the left (the connection with the right column is obvious). And column headings ”Surface” and ”200 m”
should only be given at the top. The numbers on the tick marks can be kept for all subpanels, but the x-axis
label should only be kept on the bottom row. The current y-axis labels should all be removed. The same
approach should be taken for all subsequent figures with more than 2 subplots. The figures will then be more
compact, less verbose and redundant, and readers will intuitively understand the setup of your multi-panel
figures (without going to the figure caption, repeatedly).

→ We decided not to present the subpanels as a matrix in Figure 3 (which is Figure 4 in the revised manuscript
version) since we think this might lead to confusion with subpanel g) that does not fit the structure of ’Surface’
as left column and ’200m’ as right column, since volume is a 3D metric, describing the volume of extremes
in the entire first 200 m of water column - so it is neither belonging to ’Surface’ nor to ’200 m’. Row labels
have been introduced in Figure 6 (previous Figure 5) and Figure A1.

L283-284: delete ”but show distinct spatial patterns” (redundant).

→ Changed.

L295: the meaning of ”reoccur” is unclear.

→ We replaced ’reoccur annually’ by ’occur each year’ which is hopefully clearer.

L421: Please provide separate citations for the papers that addressed pCO2 and those that addressed [H+].

→ We adressed this comment and now write ”Previous studies have shown that the seasonal cycle of sur-
face ocean pCO2 will be strongly amplified under increasing atmospheric CO2 (Gallego et al., 2018; Land-
schützer et al., 2018; McNeil and Sasse, 2016) and that a similar amplification is expected for surface [H+]
(Kwiatkowski and Orr, 2018).”

L476: I like the choice of the authors in Appendix A to use ”subannual” instead of ”daily” variability. Please
do the same in the main body of the paper.

→ Many thanks. We have changed it throughout the text.

Appendices: Please provide an equation number for each equation listed in the appendices.

→ We followed the comment and provided numbers for all equations in the appendix.

Appendix C: The equations should be written in terms of variances rather than standard deviations.
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→ As we have removed any notion of standard deviation throughout the manuscript, these equations are
now written in terms of variances.

Tables A1 to A3 do not follow the formatting standards used by Biogeosciences. See the author guidelines
and previously published BG papers.

→ We changed the format of the tables and believe they follow the BG guidelines now.

Colorbar: On all the maps with diverging scales, there seems to be an excessive amount of yellow and it is
difficult to assess where the ”zero” line is. A better choice would be a color bar with very pale blue and very
pale red next to each other in the center of the color distribution.

→ As the focus of our analysis is not on the sign of changes, but rather on the magnitude of changes, we
kept the color bar as is.

Reviewer 3: Sarah Schlunegger

Burger et. al. presents a clear and logical assessment of projected changes in the variability of ocean acidity
and their impact on acidic extremes. The study uses an Earth System Model (ESM) which they demonstrate
has historical fidelity with observed acidification trends. The study contrasts future acidity extremes under
low- and high-emissions scenarios, all relative to 99th percentile extremes as defined in the preindustrial
control simulation. Changes in the duration, frequency, intensity and volume extent of extreme events are
presented.

→ We thank the reviewer for the positive and encouraging review.

Drivers of change in [H+] variability are partitioned into contributions from changes in the mean state and
variability of carbon concentrations, temperature, alkalinity and salinity. As noted by other reviewers, the
exact decomposition used is flawed and needs revision before publication.

→ We have revised the methodology for the carbonate chemistry decomposition and the sections on the
decomposition. We would like to refer to the reply to the third general comment by reviewer 1 for more
details.

Other than this obvious issue, I have only three broad suggestions which would ready the manuscript for
publication in Biogeosciences.

1. As a first assessment of changes in OA extremes, this paper has the opportunity to present simple, concep-
tual explanations for why those changes are occurring. This is done adequately for the case of [H+] but not
for the case of Omega. Why is Omega variability decreasing? Is this largely driven by changes in carbonate
chemistry, the way it is for [H+] , or are changes in ocean dynamics involved? This has implications for the
robustness of the results across other ESMs.

→ We thank the reviewer for pointing out this missing piece. We now also decompose and discuss the vari-
ance changes in ΩA. We also added a new Figure 10 to Section 3.4 that shows the zonal mean decomposition
of ΩA variance change into the contributions from sensitivity changes, variability changes, and correlation
changes. Furthermore, we show that changes in dissolved inorganic carbon are the dominant driver.

2. Further discussion is needed of why variability changes at the surface differ from those at 200m depth
and of why there is strong compensation between the contributions of increasing carbon concentrations and
decreasing carbon variability to [H+] variability at depth (9e vs 9f, and to a lesser extent at the surface, 8e
and 8f). The striking spatial patterns in Figure 9e and 9f should also be explained.

→ With the revised carbonate chemistry decomposition, we can now understand the striking compensating
patterns we saw in the previous Figures 9e and 9f as well as 9b and 9c. The large compensating contribution
arises from mixed changes in the sensitivities due to changes in mean DIC and DIC variability: The large
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variance increase from the mean increase in DIC is weakened by the simultaneous decrease in DIC variability
there. Variability changes in DIC alone would have a much smaller effect (compare Figure 9c and 9d in the
new manuscript version.). The striking pattern in (previous) Figure 9e itself is mainly a consequence of back-
ground [H+] variability: DIC mean changes have a much larger imprint on [H+] variability in regions that are
already more variable (see preindustrial variability in [H+] in Figure A3a). We revised section 3.4 accordingly.

3. Include discussion of model uncertainty. For example, results that are a direct chemical consequence
of invading anthropogenic carbon (e.g. increasing sensitivity of [H+] to drivers) are more likely to be more
robust across models than results that are a consequence of changes in ocean physics. ESM2M has less
warming and a stronger ocean carbon sink than the majority of CMIP5 models – how might the results
presented compare to a model with higher climate sensitivity and less ocean carbon uptake models?

→ We included a discussion of model uncertainty in the discussion section: ”Secondly, our results, in partic-
ular at the local scale, might depend on the model formulation. As the mean increases in CT mainly drive
the increases in extreme [H+] variability events (see Figure 8f), we expect that models with larger oceanic
uptake of anthropogenic carbon show larger changes in extreme variability events than models with lower
anthropogenic carbon uptake. The GFDL ESM2M matches observation-based estimates of historical global
anthropogenic CO2 uptake relatively well, but still has difficulties in representing the regional patterns in
storage (Frölicher et al., 2015). Therefore, the exact regional patterns of CT changes may differ from model
to model and further studies focusing on the physical processes that lead to the regional CT changes may help
to better constrain the regional patterns in changes of acidity extremes. In addition, it is currently rather
uncertain how [H+] and ΩA variability changes as a result of changes in the drivers’ variabilities. We have
demonstrated that this factor is particularly important at depth for [H+] and for ΩA. It is well known that
current Earth system models have imperfect or uncertain representations of ocean variability over a range
of timescales (Frölicher et al., 2016; Resplandy et al., 2015; Keller et al., 2014). A possible way forward
would be to assess changes in ocean acidity extreme events within a multi-model ensemble, which would
likely provide upper and lower bounds of future changes in these events.”

Additional comments and stylistic suggestions

L5: number of days where? At each point? On average? Overall occurrence anywhere?

→ Changed to ’Globally, the number of ...’

L28: replace ‘or’ with ’and/or’

→ Changed and acknowledged.

L33: define saturation horizon – e.g. Saturation generally decreases with increasing depth, with transition
from saturated to undersaturated referred to as the saturation horizon.

→ We clarified: ’saturation horizon (i.e. the depth between the supersaturated upper ocean and the under-
saturated deep ocean (Feely et al.,2008; Leinweber and Gruber, 2013))’

L33: add ’can’ in front of ’also’ . . . ’can also’

→ Changed.

L38: remove ‘vast’

→ Removed.

L40: add ’also’ in front of necessary. . . ’also necessary’

→ Included.

L45: . . .’critical threshold, like undersaturation.’

→ Changed to: ’e.g. from calcium carbonate saturation to undersaturation’
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L50: sentence rearrangement for clarity: ’In laboratory experiments in which deep-water corals are exposed
to low-pH waters for a week. . .’

→ Changed and acknowledged.

L53: Start sentence with ’Therefore,’

→ Changed.

L61: ’...at which higher background concentrations of dissolved inorganic carbon (DIC or CT ) and warmer
temperatures produce stronger departures from mean state values for a given change in pertinent physical or
chemical drivers.’

→ Many thanks for this suggestion which we added to the text. Also taking into account a comment by
reviewer 2, we now write: ”In addition to the changes in the mean, recent studies suggest that the seasonal
cycles in [H+] and Ω are also strongly modulated under elevated atmospheric CO2. Higher background con-
centrations of dissolved inorganic carbon and warmer temperatures produce stronger departures from mean
state values for a given change in pertinent physical or chemical drivers for [H+] and weaker departures for
Ω (Kwiatkowski and Orr, 2018; Fassbender et al., 2018). Other studies have also addressed the changes in
the seasonal cycle of pCO2 (Landschützer et al.,2018; Gallego et al., 2018; McNeil and Sasse, 2016; Rodgers
et al., 2008; Hauck and Völker, 2015).”

L103: Detail about spin-up and control is distracting.

→ Also in response to reviewer 2, we have deleted the detailed information about the spin-up simulation.

L110: omit ‘and’, replace with comma

→ Changed.

L120: ‘year-long’ – however these detail is distracting so potentially remove all together.

→ We agree. We have modified and shortened it accordingly.

Figure 1. The figure caption (and methods) say that the ensemble mean is removed – however what is
removed is actually the departure of the ensemble mean from the preindustrial state. If the ensemble mean
itself were removed, then all values at year 1861 would be ∼ zero. Update description or replot.

→ We thank for the pointer. We have clarified: ”(b,d) Same as (a,c), but the ensemble-mean change with
respect to the average of the 500-year long preindustrial control simulation has been subtracted.”

Figure 1. Panel b is presumably derived from panel a, however it is confusing that the variability in panel a
contracts during the 21st century, however it is shown to increase in panel b. Please add an explanation in
the caption or text.

→ As the reviewer correctly says, panel b is derived from panel a. However, we would like to note here that
the variability is actually increasing and not decreasing in panel a. No changes are made to the manuscript
in response to this comment.

L230: remove ‘we consider’

→ Removed.

L240-245: Further and continued clarification that values given are a global average of local changes. With
each presentation of a value, indicate it is a global average.

→ We clarified at the beginning of section 3 that global values are grid cell based characteristics that are
aggregated globally.

L244: change ‘single events’ to ‘individual events’

→ Changed.
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L255: Why is high-frequency variability larger at the surface whereas low-frequency variability larger at
depth? ... Presumably because the surface has direct contact with the atmosphere, and its chaotic, high-
frequency (weather) variability, whereas the deeper ocean experiences stronger low-frequency variability as
the ocean acts as a low pass filter on the atmospheres’ stochastic forcing (e.g. Hasselmann 1976). Add/include
explanation.

→ At preindustrial, subannual variance is five times larger at depth than at surface (0.062 nmol2kg−2 vs
0.012 nmol2kg−2), also in percent of total variability (14.6% (200m depth) compared to 8.3% (surface)). So
the model does not simulated larger high-frequency variability at surface than at depth. In fact, the seasonal
variance is most important at surface (81% of total) while interannual variability is most important at depth
(63% of total) (at preindustrial). Therefore, the stronger relative contribution from interannual variability
at depth is leading to longer-lasting events. We added a short paragraph on preindustrial variability in
section 3.3: ”For the preindustrial, the model simulates overall larger [H+] variance at depth than at the
surface (0.42 nmol2kg−2 vs. 0.15 nmol2kg−2, not shown). Seasonality has the largest contribution at the
surface (81 % of total variance). At 200 m, interannual variability has the largest contribution (63 %), and
also subannual variability is more important compared to the surface (15% vs. 8%).”

L298: insert 200 meters... ‘ In contrast to the surface, 200 meter [H+] extremes’...

→ Changed and acknowledged.

L357-361: CT increases due to invasion of anthropogenic carbon. But why does ALK change? ALK is not
influence by gas-exchange, but by biology or circulation. Briefly explain ALK changes and give reference.
→ We added an explanation: ”The changes in AT are largely due to changes in freshwater cycling that also
manifest in salinity changes (Supplementary Figure A4, Carter et al., 2016).”

378-379: [H+] variability changes at depth are larger than at surface – is this mostly due to the fact that
background CT concentrations increase with depth, however increased CT itself is associated with decreased
susceptibility to external variability? Figure 8 e) vs f) indicates this is the case. Provide commentary.

→ Yes, the [H+] variability changes (from PI to 2081-2100 under RCP8.5) from mean changes in CT are
larger at 200m depth compared to the surfaced due to the higher preindustrial background carbon concen-
tration (global mean: 2078µmol kg−1 (200m depth) vs. 1959µmol kg−1 (surf.)), although changes in CT are
smaller at depth (global mean: 154µmol kg−1 (200m depth) vs. 184µmol kg−1 (surf.)). The impression that
increased CT is associated with decreased variability in CT was an artefact of the method. We thank the
reviewer for bringing this up. We rewrote most of section 3.4.

Figure 9. Panel 9b and 9c bear strikingly similar patterns and magnitudes – where the changes in the mean-
state of the drivers is largest and positive, changes in the variability are also largest and negative. And this
is mostly coming from CT mean (increasing) and CT variability (decreasing). Is this directly understandable
through carbonate chemistry? In a higher DIC world, DIC variations are actually smaller? Or is it that the
physical, surface to deep gradient in DIC is weakening with surface invasion of anthropogenic carbon and
therefore mixing-related variability is reduced? Explain this near-perfect anti-correlation. Also, the struc-
tures of strong mean and variability changes look dynamical. Potentially the expansion of the subtropical
gyres. Explain the spatial structure of the patterns of strong drivers.
→ As we have modified the Taylor decomposition method, these patterns have changed. Please see above.

In the appendix, include figures of the pre-industrial and year 2100 concentrations of CT at surface and
200m depth. The patterns in 9e and 9f are likely related to both the starting concentrations of CT and
the storage of CT . Figure A4a and A4e show the change in CT , which resembles the strong patterns of 9e
and 9f. Synergies of anthropogenic carbon and background concentrations of CT may help explain strong
structures of 9e and 9f. The strongest temperature changes (A4g) also resemble the strong patterns of 9e
and 9f, indicating either dynamical changes or thermal changes are involved.
→ We agree that the patterns of variability changes in 9e and 9f are related to the preindustrial starting
points. The preindustrial variability in [H+] (see Figure A3a - event intensity is a good indicator for vari-
ability) already shows the patterns that are also visible in in 9e and 9f. But what’s the reason for these
preindustrial patterns of high [H+] variability? Focusing on DIC, this could have in principle two reasons -
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(a) because of large sensitivity w.r.t drivers variations arising from high mean DIC and (b) because of large
variations in DIC. It is actually more connected to (b), the patterns resemble the preindustrial patterns
of DIC variability, not so much the patterns of mean DIC (see figure below). We decided not to add an
analysis of preindustrial [H+] variability, which would likely add even more complexity to the manuscript.
But we added a sentence in section 3.4 to highlight that the patterns seen in Figure 9 are connected to the
preindustrial background variability in [H+] : ”There, the preindustrial background [H+] variability is also
the largest (Figure A3a). As a result, an increase in the sensitivities due to an increase in mean CT has the
largest effect there.”.
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Line 393: Is the decrease in Omega variability a direct consequence of carbonate chemistry? Or of changes
in the variability of the drivers or physical state (e.g. vertical gradient hypothesis stated before)? This
is an important distinction, as carbonate chemistry is well constrained (little model uncertainty) whereas
dynamical changes have much larger model uncertainty. If reductions in Omega variability are chemically
deterministic, then this feature will be relatively robust across models, as most use the same (e.g. OCMIP2,
Najjar et al. 2007) protocols for carbonate chemistry calculations. But if it is dynamical, it may not be.
Furthermore, if it is chemically driven, and if it is related to the storage of anthropogenic carbon and/or
concentration of natural carbon, then contemporary observations and reconstructions of the distribution of
natural and anthropogenic carbon in the ocean could reveal where changes in Omega variance are likely to
occur.
→ We added a new paragraph in section 3.4 that shows the carbonate chemistry decomposition of variabil-
ity changes in ΩA and a new Figure 10. Changes in the variability of the drivers have a larger impact on
ΩA compared to [H+] . Furthermore, ΩA variability changes are even more determined by changes in DIC.
Changes in the other potential drivers are less important (dashed vs. solid lines in Figure 10). As a result,
projected changes in ΩA variability largely depend on changes in DIC variability. We added a sentence to the
Discussion section: ”In addition, it is currently rather uncertain how [H+] and ΩA variability changes as a
result of changes in the drivers’ variabilities. We have demonstrated that this factor is particularly important
at depth for [H+] and for ΩA.”.
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Abstract. Ocean acidity extreme events are short-term periods of extremely high [H+] concentrations. The uptake of anthro-

pogenic CO2 emissions by the ocean is expected to lead to more frequent and intense ocean acidity extreme events, not only

due to mean
::::::::
long-term

:
ocean acidification, but also due to increases in ocean acidity variability. Here, we use daily

:::::
mean

output from ensemble simulations of a comprehensive Earth system model under a low and high CO2 emission scenario to

isolate and quantify the impact of changes in variability on changes in ocean acidity extremes. We show that
::::::::::::::
variability-driven5

:::::
ocean

::::::
acidity

:::::::
extreme

::::::
events.

::::::::
Globally,

:
the number of days with extreme

::::::::::::::
variability-driven

:::::::::
extremely

::::
high

:
[H+] conditions

for surface waters is projected to increase by a factor of 14 by the end of the 21st century under a high CO2 emission scenario

relative to preindustrial levels. The duration of individual
::::::::::::::
variability-driven

:::::::
extreme events is projected to triple, and the maxi-

mal intensity and the volume extent in the upper 200 m to quintuple. Similar changes are projected in the thermocline.
:::::
Under

::
a

:::
low

::::::::
emission

:::::::
scenario,

:::
the

:::::
large

::::::::
increases

::
in

:::::
ocean

::::::
acidity

:::::::
extreme

:::::
event

:::::::::::
characteristics

:::
are

:::::::::::
substantially

:::::::
reduced.

:
At surface,10

the changes are mainly driven by increases in [H+] seasonality, whereas changes in interannual variability are also important

in the thermocline. Increases in [H+] variability and
:::::::::
variability extremes arise predominantly from increases in the sensitivity

of [H+] to variations in its drivers
:::
due

::
to

:::
the

:::::::
increase

:::
in

::::::
oceanic

::::::::::::
anthropogenic

::::::
carbon. In contrast to [H+]extremes, the oc-

currence of short-term
::::::::::::::
variability-driven

:
extremes in low aragonite saturation state due to changes in variability is projected to

decrease. An
:::
The

:
increase in [H+] variability and an associated increase in extreme

::::::::
variability

:
events superimposed onto the15

long-term ocean acidification trend will enhance the risk of severe and detrimental impacts on marine organisms, especially

for those that are adapted to a more stable environment.

1 Introduction

Since the beginning of the industrial revolution, the ocean has absorbed about a quarter of the carbon dioxide (CO2) released

by human activities (Friedlingstein et al., 2019). Oceanic uptake of anthropogenic CO2 mitigates
:::::
slows global warming by20

reducing atmospheric CO2, but also leads to major changes in the chemical composition of seawater through acidification

(Gattuso and Buddemeier, 2000; Caldeira and Wickett, 2003; Orr et al., 2005; Doney et al., 2009). When CO2 dissolves in

seawater, it forms carbonic acid that dissociates into bicarbonate ([HCO−3 ]) and carbonate ions ([CO2−
3 ]), releasing hydrogen

ions ([H+]) and thereby reducing pH (pH = -log([H+])). The rise in [H+] is partially buffered by the formation of [HCO−3 ]
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, thereby decreasing
::::
from

:
[CO2−

3 ]and
:
.
:::
The

:::::::::
associated

::::::
decline

::
in [

:::::
CO2−

3 ]
::::::
reduces the calcium carbonate saturation state (Ω) that25

describes whether water is supersaturated or undersaturated with respect to calcium carbonate
:::::::::::::::::::::::::::::::::
Ω = [Ca2+] [CO2−

3 ]/
(
[Ca2+] [CO2−

3 ]
)

sat,

::
i.e.

::::
the

::::::
product

:::
of

:::::::
calcium

:
([

::::
Ca2+]

:
)
:::
and

:::::::::
carbonate

:::
ion

:::::::::::::
concentrations

::::::
relative

::
to
::::

the
::::::
product

:::
at

:::::::::
saturation.

:::::::::::::
Undersaturated

:::::
waters

::::
with

::::::
Ω< 1

:::
are

::::::::
corrosive

:::
for

:::::::
calcium

:::::::::
carbonate

::::::::
minerals.

::::
The

:::::::
calcium

::::::::
carbonate

:::::::::
saturation

::::
state

::
Ω
::::::

differs
::::::::

between

:::::::
different

::::::
mineral

::::::
forms

::
of

:::::::
calcium

::::::::
carbonate,

::::
such

:::
as

::::::::
aragonite

:::
and

::::::
calcite,

:::::
which

:::::
differ

::
in
:::::
their

:::::::::
solubilities. Over the last four

decades the surface ocean pH has declined by about 0.02 pH units per decade (Bindoff et al., 2019). Continued carbon uptake30

by the ocean will further exacerbate ocean acidification in the near future (Caldeira and Wickett, 2003; Bindoff et al., 2019)

with potential major consequences for marine life (Doney et al., 2009) and ocean biogeochemical cycling (Gehlen et al., 2012).

Superimposed onto the long-term
:::::::
decadal-

::
to

:::::::::::::
centennial-scale ocean acidification trend are short-term extreme events

:::::::::
variability

:::::
events

:::
on

:::::
daily

::
to

:::::::
monthly

:::::::::
timescales, during which ocean pH or the calcium carbonate saturation state

:::::
and/or

::
Ω
:

are ex-35

tremely low (Hofmann et al., 2011; Joint et al., 2011; Hauri et al., 2013). These events may
::
can

:
be driven by ocean mixing

processes
:
a

::::
range

:::
of

:::::::
different

::::::::
processes,

:::::
such

::
as

:::::
ocean

::::::
mixing, biological production and remineralization, mineral dissolution,

temperature changes,
:::
and air-sea gas exchange

:::::::::
variations, or a combination thereof (Lauvset et al., 2020). In eastern bound-

ary upwelling systems, for example, short-term upwelling events and mesoscale processes can lead to low surface pH events

and to short-term shoaling of the saturation horizon (Feely et al., 2008; Leinweber and Gruber, 2013)
:::
(i.e.

:::
the

:::::
depth

::::::::
between40

::
the

:::::::::::::
supersaturated

:::::
upper

:::::
ocean

::::
and

:::
the

::::::::::::
undersaturated

:::::
deep

:::::
ocean

::::::::::::::::::::::::::::::::::::::::
(Feely et al., 2008; Leinweber and Gruber, 2013)). Ocean

pH also rapidly changes
::
can

::::
also

:::::::
rapidly

::::::
change

:
as a consequence of microbial activity (Joint et al., 2011). Phytoplankton

blooms and accompanying respiration drastically increase the partial pressure of CO2 (pCO2) and reduce pH in the thermo-

cline (Sarmiento and Gruber, 2006). Such extreme
::::::::
variability events may have pH levels that are much lower than the mean

pH conditions projected for the near future
:::::::::::::::::::
(Hofmann et al., 2011).45

The vast majority of
:::::
Most

::
of

:::
the scientific literature on ocean acidification has focused so far on gradual changes in the mean

state in ocean chemistry (e.g. Orr et al. (2005); Bopp et al. (2013); Frölicher et al. (2016))
::::::::::::::::::::::::::::::::::::::::::::::
(Orr et al., 2005; Bopp et al., 2013; Frölicher et al., 2016)

. However, to understand the full consequences of ocean acidification for marine organisms and ecosystem services, it is
:::
also

necessary to understand how ocean acidity extremes
::::::::
variability

::::::::
extremes

::
in

:::::
ocean

::::::
acidity change under increasing atmospheric50

CO2 (Kroeker et al., 2020). The ability of marine organisms and ecosystems to adapt to ocean acidification may depend on

whether these
::
the

:
species have evolved in a chemically stable or a highly variable environment (Hofmann et al., 2011). If

::::::::::::::::::::::::::::::::::
(Rivest et al., 2017; Cornwall et al., 2020).

:::::::::::
Furthermore,

::
if
:

the frequency and intensity of short-term ocean acidity extreme

events strongly increases, one might expect that
::::::
extreme

:::::::::
variability

:::::
events

:::
in

:::::
ocean

::::::
acidity

:::::::
strongly

:::::::
increase,

:
some organisms

may exhibit
::::
have difficulties to adapt, especially if carbonate chemistry crosses

:::
key

::::
CO2::::::

system
::::::::

variables
:::::
cross some critical55

thresholds
:
,
:::
e.g.

:::::
from

::::::
calcium

:::::::::
carbonate

::::::::
saturation

::
to

:::::::::::::
undersaturation. Key plankton species such as coccolithophores (Riebe-

sell et al., 2000), foraminifera and pteropods (Bednaršek et al., 2012) were found to be negatively impacted
::::::::
adversely

:::::::
affected

by low carbonate concentrations. After only several days of
:::::::
aragonite

:
undersaturation, some species such as pteropods already

show reduced calcification, growth and survival rates (Bednaršek et al., 2014; Kroeker et al., 2013). Carbonate system vari-
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ability also plays a role in shaping the diversity and biomass of benthic communities (Kroeker et al., 2011; Hall-Spencer et al.,60

2008). In laboratory experiments , some deep water corals undergo a decline in calcification for
::
in

:::::
which

::::::::::
deep-water

:::::
corals

:::
are

:::::::
exposed

::
to low-pH conditions over

::::::
waters

::
for

:
a week,

::::
some

:::::
corals

::::::
exhibit

:::::::
reduced

:::::::::::
calcification, while recovery may be possi-

ble when the low-pH condition persists for six months, stressing the importance of high-frequency variability and short-term

acidification events (Form and Riebesell, 2012). There is also
::::::
growing

:
evidence that the organism response to variability in

ocean acidity could change with ocean acidification (Britton et al., 2016). Understanding
:::::::::
Therefore,

::::::::::::
understanding the tempo-65

ral variability of ocean carbonate chemistry and the changes therein is therefore of critical importance for understanding the

impacts of ocean acidification on marine organisms and ecosystems (Hofmann et al., 2011).

Changes in extremes arise from changes in the mean, variability, or shape of the probability distribution (Coles, 2001). Under

ongoing
::::::::
continued long-term ocean acidification (i.e. changes in the mean), one can expect that extreme events in [H+] and Ω70

may
:::
will

:
become more frequent and intense (Hauri et al., 2013). In addition to the changes in the mean, recent studies suggest

that the seasonal cycles in [H+] and Ω are also strongly modulated under elevated atmospheric CO2due to non-linear carbonate

chemistry processes (Kwiatkowski and Orr, 2018; Fassbender et al., 2018; Gallego et al., 2018; Landschützer et al., 2018; McNeil and Sasse, 2016; Rodgers et al., 2008; Hauck and Völker, 2015)

:
.
::::::
Higher

::::::::::
background

:::::::::::::
concentrations

::
of

:::::::::
dissolved

::::::::
inorganic

::::::
carbon

::::
and

:::::::
warmer

:::::::::::
temperatures

:::::::
produce

::::::::
stronger

:::::::::
departures

::::
from

:::::
mean

::::
state

::::::
values

:::
for

::
a

:::::
given

::::::
change

::
in

::::::::
pertinent

:::::::
physical

:::
or

::::::::
chemical

::::::
drivers

:::
for [

:::
H+]

:::
and

:::::::
weaker

:::::::::
departures

:::
for

::
Ω75

:::::::::::::::::::::::::::::::::::::::::::
(Kwiatkowski and Orr, 2018; Fassbender et al., 2018)

:
.
:::::
Other

::::::
studies

::::
have

::::
also

::::::::
addressed

:::
the

:::::::
changes

::
in
:::
the

::::::::
seasonal

::::
cycle

:::
of

:
p
::::
CO2 :::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

(Landschützer et al., 2018; Gallego et al., 2018; McNeil and Sasse, 2016; Rodgers et al., 2008; Hauck and Völker, 2015)

. Over the 21st century and under a high greenhouse gas emission scenario, Earth system model simulations suggest
::::::
project

that the winter-summer difference in surface [H+] is projected to
::::
will increase by 81%, whereas the seasonal amplitude

for aragonite saturation state (ΩA) is projected to decrease by 9 % on global average (Kwiatkowski and Orr, 2018). Recent80

observational-based estimates as well as theoretical arguments support these projected increases in seasonality for [H+] and

pCO2 (Landschützer et al., 2018; Fassbender et al., 2018). We can therefore expect that changes in variability may also impose

changes in the frequency and intensity of extreme events in ocean acidity
:::::
acidity

::::::
events.

Unlike for marine heatwaves
:::::::::::::::::::::::::::::::::::
(Frölicher et al., 2018; Collins et al., 2019) and extreme sea level events(Frölicher et al., 2018; Collins et al., 2019; Oppenheimer et al., 2019)85

::::::::::::::::::::::
(Oppenheimer et al., 2019), little is known about the characteristics and changes of extreme ocean acidity events and if so, only

on seasonal timescales
::::::::::::::::::::::::
(Kwiatkowski and Orr, 2018). A global view of how extreme events in ocean chemistry

:::
due

::
to

:::::::
changes

::
in

::::::::
variability

:
will unfold in time and space and a mechanistic understanding of the relevant processes is currently missing. This

knowledge gap is of particular concern as it is expected that ocean acidity extreme events
::::::
extreme

:::::::::
variability

:::::
events

:::
in

:::::
ocean

:::::
acidity

:
are likely to become more frequent and intense under increasing atmospheric CO2. Given the potential for profound90

impacts on marine ecosystems, quantifying trends and patterns of ocean acidity extreme events
::::::
extreme

:::::::::
variability

::::::
events

::
in

:::::
ocean

::::::
acidity is a pressing issue.
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In this study, we use daily
::::
mean

:
output of a five-member ensemble simulation under a low and a high CO2 emission

::::::::
emissions scenario with a comprehensive Earth system model to investigate how changes in interannual, seasonal, and residual95

daily
::::::::
subannual variability under rising atmospheric CO2 levels imprint on

:::::
affect the occurrence, intensity, duration and vol-

ume of [H+] and Ω extreme events. The remainder of this paper is organized as follows: Section 2 presents the coupled

carbon-climate Earth system model, the ensemble simulations, analysis methods, and a brief model evaluation. The global and

regional changes in ocean acidity extremes and their drivers are examined in Sections 3.1-3.4. The discussion and conclusions

are given in Section 4.
:::::::::
variability

::::::
events.100

2 Methods

2.1 Model & experimental design

The simulations used in this study are performed with the CMIP5-generation
::::
were

::::
made

::::
with

:::
the

:
fully coupled carbon-climate

Earth system model developed at the NOAA Geophysical Fluid Dynamics Laboratory (GFDL ESM2M) (Dunne et al., 2012,

2013). GFDL-ESM2M consists of ocean, atmosphere, sea ice
:::::
sea-ice, and land models

:::::::
modules, and includes land and ocean105

biogeochemistry. The ocean component is the Modular Ocean Model version 4p1 (MOM4p1), with a nominal 1◦ horizontal

resolution increasing to 1/3◦ meridionally at the equator, with a tripolar grid north of 65◦N, and with 50 vertical depth levels
:
.

:::
The

:::::::::
MOM4p1

:::::
model

::::
has

:
a
::::

free
:::::::
surface

:::
and

:::
the

:::::::
surface

::::
level

::
is
::::::::

centered
::::::
around

:::::
about

::::
5 m

:::::
depth

:::
and

::::
the

::::::
spacing

::::::::
between

:::::::::
consecutive

::::::
levels

:
is
::::::

about
::::
10 m

:::::
down

::
to

::
a
:::::
depth

::
of

:::::
about

::::::
230 m (Griffies, 2009). The dynamical sea ice

:::::
sea-ice

:
model uses

the same tripolar grid as MOM4p1 (Winton, 2000). The Atmospheric Model version 2 (AM2) has a horizontal resolution of110

2◦ ×2.5◦ with 24 vertical levels (Anderson et al., 2004). The Land Model version 3 (LM3) simulates water, energy, and carbon

cycles dynamically and uses the same
::::::::
horizontal grid as AM2 (Shevliakova et al., 2009).

The ocean biogeochemical and ecological component is version two of the Tracers of Ocean Phytoplankton with Allo-

metric Zooplankton (TOPAZv2) module that parametrizes the cycling of carbon, nitrogen, phosphorus, silicon, iron, oxygen,115

alkalinity, lithogenic material, and surface sediment calcite (see supplementary material in Dunne et al. (2013)). TOPAZv2

includes three explicit phytoplankton groups: small, large, and diazotrophs, and one implicit zooplankton group. The ocean

carbonate chemistry is based on the OCMIP2 parametrizations (Najjar and Orr, 1998), with the
:
.
:::
The

:
dissociation constants

for carbonic acid and bicarbonate ions from Mehrbach et al. (1973)
:::
are

::::
from

:::::::::::::::::::::::
Dickson and Millero (1987)

:
,
:::::
which

:::
are

:::::
based

:::
on

::::::::::::::::::
Mehrbach et al. (1973)

:
, and the carbon dioxide solubility from Weiss (1974).

::
is

:::::::::
calculated

::::::::
according

::
to

:::::::::::
Weiss (1974)

:
.
:::::
Total120

::::::::
alkalinity

::
in

:::::::
ESM2M

:::::::
includes

:::::::::::
contributions

:::::
from

:::::::::
phosphoric

::::
and

:::::
silicic

:::::
acids

:::
and

::::
their

:::::::::
conjugate

:::::
bases.

:
TOPAZv2 also sim-

ulates diurnal variability in ocean physics as well as in phytoplankton growth. While diurnal variations in open ocean pH are

therefore simulated to some extent, we do not expect the model to fully capture the high diurnal variability in seawater chem-

istry in coastal regions with large biological activity (Kwiatkowski et al., 2016; Hofmann et al., 2011).
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We performed a 220 year spin-up simulation at prescribed preindustrial CO2 concentration started from a quasi-equilibrated

1000 year preindustrial control simulation to ensure stability of the model under a new computing infrastructure. We then ran

a five-member ensemble simulation covering the historical 1861-2005 period, followed by a high (RCP8.5; RCP: Representa-

tive concentration pathway
:::::::::::
Concentration

:::::::
Pathway) and a low greenhouse gas emission scenario (RCP2.6) over the 2006-2100

period with prescribed atmospheric CO2 concentrations. RCP8.5 is a high emission scenario without effective climate poli-130

cies, leading to continued and sustained growth in greenhouse gas emissions (Riahi et al., 2011). In GFDL ESM2M,
:::::
global

atmospheric surface temperature in the RCP8.5 ensemble is projected to increase by 3.24 (ensemble minimum: 3.17 - en-

semble maximum: 3.28) ◦C between preindustrial and 2081-2100. The RCP2.6 scenario represents a low emissionand
:
, high

mitigation future (van Vuuren et al., 2011) . The RCP2.6 ensemble simulated here undergoes an atmospheric warming
::::
with

:
a
::::::::
simulated

::::::::
warming

::
in

::::::
GFDL

:::::::
ESM2M

:
of 1.21 (1.18-1.26) ◦C by the end of the 21st century relative to preindustrial levels.135

The five ensemble members over the historical period were initialized from an extension of the spin-up
:
a
::::::::::::
multi-century

::::
long

::::::::::
preindustrial

::::::
control

:
simulation, that includes

:::
was

:::::::
extended

::::
with

:
historical land-use over the 1700-1860 period (Sentman et al.,

2011). The five ensemble members were generated by adding different very small SST disturbances of the order 10−5 K to a

surface grid cell in the Weddell sea
:::
Sea at 70.5◦ S, 51.5◦W on January 1st 1861 (Wittenberg et al., 2014; Palter et al., 2018).

Although the ocean biogeochemistry is not perturbed directly, [H+] and Ω differences between the ensemble members spread140

rapidly over the globe. On average, the ensemble members can be regarded as independent climate realizations after about three

years of simulation for surface waters and about eight years at 200 mdepth (Frölicher et al., 2020). Neither the choice of the

perturbation location nor the choice of the perturbed variable has a discernible effect on the results presented here (Wittenberg

et al., 2014). In addition, an accompanying 500 year long
:::::::
500-year

:
preindustrial control simulation with potential vegetation

was performedthat extends the 220 year long spin-up simulation
:::
was

:::::::::
performed.145

2.2 Analysis methods

2.2.1 Extreme event definition and characterization

We analyze daily
:::::
mean data of [H+] and Ω

::
the

::::::::
aragonite

:::::::::
saturation

::::
state

:::
ΩA:

in the upper 200 m of the water column. In this

study, we focus on the aragonite saturation state ΩA. The calcium carbonate saturation state Ω differs between different mineral

forms of calcium carbonate, such as aragonite and calcite, that differ in their solubilities. Aragonite is the most soluble form150

and important for many calcifying organisms such as pteropods (Bednaršek et al., 2012)[
:::
H+]

::
is

::
on

:::
the

::::
total

:::::
scale

:::
and

::::::
hence

::
the

::::
sum

:::
of

:::
the

::::::::::::
concentrations

:::
of

:::
free

:::::::
protons

::::
and

::::::
sulfate

::::
ions. We define an event as a [H+] extreme event when the daily

[H+] exceeds the 99th percentile, i.e. a one-in-a-hundred days event. Similarly, we define a ΩA extreme event when the daily

ΩA falls below the 1st percentile. The percentiles are calculated for each grid cell from daily
:::::
mean data of the 500-year long

preindustrial control simulation. In contrast to absolute thresholds, relative thresholds, such as those used here, allow the char-155

acterization of extreme events over regions with different statistical properties. In addition, biases in the simulated variables

already alter the definition of relative thresholds and should thus have a smaller effect on projections of changes in extreme

5



events based on these thresholds compared to projections based on absolute thresholds (see also Frölicher et al. (2018)).

We calculate four extreme event metrics: (a) the number of extreme event days per year (in days; number of days above the160

99th percentile for [H+] and below the 1st percentile for ΩA), (b) the annual mean duration (in days; the average number of

days above the 99th percentile for [H+] and below the 1st percentile for ΩA of single events within a year), (c) the annual mean

maximal intensity (in nmol kg−1 or ΩA unit; maximum [H+] or ΩA anomalies with respect to the percentile threshold over the

duration of a single ocean acidification extreme event and then averaged over all events within a year), and (d) the mean volume

covered by individual extreme events in the upper 200 meters
:
m
:
(in km3; mean of

::::::
volume

::
of

:::
3D clusters of connected grid cells165

that are above the 99th
:

th percentile for [H+] or below the 1st
:

st
:
percentile for ΩA, calculated using the

::::::::::::
measure.label

:::::::
function

::::
from

:::
the

:
scikit-image library for Python for each day, these daily means are then averaged annually). The number of days,

duration, and maximal intensity are calculated for individual grid cells at the surface and at 200 mdepth. While the truncation

of extremes between years alters the results for duration and
:::::::
maximal intensity, it allows for the calculation of annual extreme

event characteristics. We focus our analysis not only on the surface, but also on 200 m depth to study changes in extreme events170

within the thermocline. In Section 3.1, these grid cell based characteristics are then aggregated globally,
::::::
where

::::
most

:::::::::
organisms

:::::::::
susceptible

::
to

:::::
ocean

::::::::::
acidification

:::
are

::::::
found,

::::
such

::
as

:::::::::::
reef-forming

:::::
corals

::::
and

::::::::
calcifying

::::::::::::
phytoplankton.

The aim of this study is to assess how changes in [H+] and ΩA variability lead to changes in different extreme event char-

acteristics. Therefore, we isolate the effect of changes in variability by subtracting the secular trends at each grid cell and in175

each individual ensemble member prior to the calculation of the different extreme event characteristics (Figure 1). The secular

trend is calculated as the five-member ensemble mean, which has been additionally smoothed with a 365-day running mean to

keep the seasonal signal in the data (further information in Appendix A). This calculation process ensures that
::::
The

:::::::
removal

::
of

::
the

:::::::
secular

::::
trend

:::::::
ensures

::::
that

:::
the

:::::
mean

::::
state

::
in

:::
the

:::::::::
processed

:::
data

:::::
stays

::::::::::::
approximately

:::::::
constant

:::::
while

:
day-to-day to interan-

nual variability can change over the simulation period while the mean state stays approximately constant, as
:
(depicted for one180

grid cell in Figure 1
:
). Thus,

:
in
::::
our

:::::
study, changes in the different extreme event characteristics are only caused by changes in

variability
:::
and

::
we

::::
call

::::
these

::::::
events

:::::::
extreme

::::::::
variability

::::::
events.

:::
In

::
the

::::::::::
Discussion

::::::
section,

:::
we

::::::::
compare

::
the

:::::::::
simulated

:::::::
changes

::
in

::::::
extreme

:::::::::
variability

::::::
events

::
to

:::
the

::::
total

:::::::
changes

::
in

::::::::
extremes,

:::::
which

:::::::
include

:::::::
changes

:::
due

::
to

::::::
secular

:::::
trend

::
in

:::::
ocean

::::::
acidity.

2.2.2 Decomposition of [H+] variability into different
:::::::::
variability

:
components185

In order to assess whether changes in low or high frequency variability cause changes in extreme
::::::::
variability

:
events and their

characteristics, we
::
use

:::::
three

:::::
steps

::
to

:
decompose the total variability in [H+] into interannual, seasonal, and residual daily

variability. First
::::::::
subannual

:::::::::
variability

::::::
(Figure

:::
2).

::
In

::
a

:::
first

::::
step, we calculate the climatological seasonal cycle from the daily

::::
mean

:
data by averaging each calendar day over all years in the time period of interest. Seasonal variability is then identified

with the time-series variance and standard deviation of this 365-day long seasonal cycle. As described above, the secular trend190

in the daily
::::
mean

:
data has been removed with the five-member ensemble mean before doing the analysis. In a next

::::::
second

6
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Figure 1. Simulated daily surface [H+] (a) and ΩA (c) at 40◦N and 30◦W in the North Atlantic for one ensemble member over the preindus-

trial, the 1861-2005 historical period, and the 2006-2100 period under RCP8.5. (b,d) Same as (a,c), but the ensemble mean
::::::::::::
ensemble-mean

:::::
change

::::
with

:::::
respect

::
to

:::
the

::::::
average

::
of

::
the

:::::::
500-year

::::
long

:::::::::
preindustrial

::::::
control

::::::::
simulation has been subtracted. For [H+], the preindustrial 99th

percentile threshold (horizontal blue line in panels a
:
)
:
and b) is increasingly exceeded even when subtracting the ensemble mean change, be-

cause [H+] variability increases. In contrast, a reduction in ΩA variability leads to a reduced undershooting of the preindustrial 1st percentile

(panel d).

step, we subtract the seasonal cycle from the data and estimate the spectral density (Chatfield, 1996) of this residual time

series using the periodogram function from the scipy
:::::
.signal python library. From the spectral density we then

::
In

:
a
::::
third

:::::
step,

::
we

:
calculate the variance and standard deviation arising from variations on interannual and sub-annual timescales

::::::::
subannual

::::::::
timescales

:::::
from

:::
the

::::::
spectral

:::::::
density to obtain interannual and residual daily

::::::::
subannual variability (further information is given195

in Appendix B). In section 3.3, we use the variance to report the contributions from interannual, seasonal, and residual daily

variability to global-mean variability change, but for the spatial changes in Figure 7, we use the standard deviation
::::::::
Following

:::
this

:::::::::::
methodology,

:::::::::
subannual

:::::::::
variability

:::::::::
comprises

::
all

:::::::::
variations

::
in

::::
daily

:::::
mean

::::
data

::::
with

:::::::::::
periodicities

::
of

::::
less

::::
than

:
a
::::
year

::::
that

::
are

:::
not

::::
part

::
of

:::
the

:::::::
seasonal

:::::
cycle.

2.2.3 Taylor deconvolution method to identify mechanistic controls of [H+]
:::
and

:::
ΩA:

variability changes200

To understand the processes behind the simulated changes in [H+] variability and
::::::::
variability extremes, we decompose the

::::
these

changes into contributions from changes in temperature (T), salinity (S), total alkalinity (AT), and total dissolved inorganic

carbon (CT). Assuming linearity, the difference of [H+] from its mean at time step i can be decomposed into contributions

from the drivers by employing a first order Taylor expansion :
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Figure 2.
:::
The

::::::::
three-step

:::::::::::
decomposition

::
of

::::
[H+]

:::::::
variance

:::
into

:::::::::
interannual,

:::::::
seasonal,

:::
and

::::::::
subannual

:::::::
variance,

:::::::::
exemplified

::
for

::
a
:::::
surface

::::
grid

:::
cell

:
at
:::::
40◦ N

:::
and

:::::
30◦W

::
in

:::
the

::::
North

:::::::
Atlantic

:
at
::::::::::
preindustrial.

::
In
::
a

:::
first

::::
step,

::
the

:::::::::::
climatological

:::::::
seasonal

::::
cycle

:
is
:::::::::

determined
::::
(over

:::
the

:::::
whole

:::::
period,

::::
only

:::
five

::::
years

:::
are

:::::::
depicted

::::
here)

:::
and

:::
its

::::::
variance

::
is

::::::::
calculated.

::::
Note

::::
that

::
the

:::::::
seasonal

::::
cycle

::
in
::::

this
:::
grid

:::
cell

:::
has

:::
two

:::::::
minima

:::
and

::::::
maxima.

::
In

::
a

:::::
second

::::
step,

:::
the

::::::
spectral

::::::
density

::
of

::
the

::::::::
anomalies

::::
with

:::::
respect

::
to
:::
the

:::::::
seasonal

::::
cycle

::
is

::::::::
calculated.

::
In

:
a
::::
third

::::
step,

:::::::::
interannual

:::
and

:::::::
subannual

:::::::
variance

::
is

:::::::
estimated

::::
from

::
the

::::::
spectral

::::::
density.

H+(i)−H+' ∂H+

∂CT

∣∣∣∣
CT,AT,T,S

(
CT(i)−CT

)
+
∂H+

∂AT

∣∣∣∣
CT,AT,T,S

(
AT(i)−AT

)
+
∂H+

∂T

∣∣∣∣
CT,AT,T,S

(
T(i)−T

)
+
∂H+

∂S

∣∣∣∣
CT,AT,T,S

(
S(i)−S

)
, (1)

:::
and

::::::::::
analogously

:::
for

:::
ΩA.

:
The partial derivatives are evaluated at T, S, CT, and AT, the temporal mean values of the drivers in205

the period of interest. While it is important to take into account the climatological total phosphate and total silicate concentra-

tions for calculating the partial derivatives (Orr and Epitalon, 2015), one introduces only small errors by neglecting variations

in phosphate and silicate. The partial derivatives in Equation 1 are evaluated using the Mocsy 2.0 package (Orr and Epitalon,

2015).

210

Using the Taylor decomposition (Equation 1), one can for example express the seasonal variation in [H+] as a function of the

drivers’ seasonal variations (Kwiatkowski and Orr, 2018). In this study however, we analyze the time-series standard deviation

:::::::
variance of [H+]

:::
and

:::
ΩA:

that also includes variability on other time scales (see Section 2.2.2) and the drivers of its changes.

By making the Taylor approximation (Equation 1) and from the definition of variance (the squared standard deviation, e.g.

Coles (2001)), it follows that the standard deviation
:::::::
variance

:
of [H+] can be written as a function of the partial derivatives with215
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respect to the drivers (sensitivities), the standard deviations of the drivers, and their pairwise correlation coefficients:

σ2
H+ =

(
∂H+

∂CT

)2

σ2
CT

+

(
∂H+

∂AT

)2

σ2
AT

+

(
∂H+

∂T

)2

σ2
T +

(
∂H+

∂S

)2

σ2
S

+2
∂H+

∂CT

∂H+

∂AT
cov(CT,AT) + 2

∂H+

∂CT

∂H+

∂T
cov(CT,T)

+2
∂H+

∂CT

∂H+

∂S
cov(CT,S) + 2

∂H+

∂AT

∂H+

∂T
cov(AT,T)

+2
∂H+

∂AT

∂H+

∂S
cov(AT,S) + 2

∂H+

∂T
∂H+

∂S
cov(T,S) , (2)

where the pairwise covariances are functions of the standard deviations
:::::::
variances

:
and correlation coefficients according to

cov(x,y) = σxσyρx,y and the partial derivatives are again evaluated at the temporal mean values T, S, CT, and AT. We

aim at quantifying the contribution from mean changes in the drivers , which change the sensitivities, compared to the

contributions from changes in the drivers’ standard deviationsand correlations to H+standard deviation changes . Unfortunately,220

these contributions can not be separated into summable terms because
:::
This

::::::::::::
methodology

:::
has

::::
also

::::
been

:::::
used

::
to

:::::::::
propagate

::::::::::
uncertainties

::
in
:::::::::

carbonate
::::::
system

::::::::::
calculations

::::::::::::::::::::::::::::::::::::
(Dickson and Riley, 1978; Orr et al., 2018)

:::
and

::
to

:::::::
identify

::::::
drivers

::
of

::::::::
potential

:::::::::::
predictability

::
in

::::::::
carbonate

::::::
system

::::::::
variables

:::::::::::::::::::
(Frölicher et al., 2020).

::::::
Based

:::
on

:::::::
Equation

::
2
::::
and

:::
the

::::::::
analogous

::::::
result

:::
for

:::
ΩA,

::
a

::::::
change

::
in

:::::::
variance

::
in

:
[H+] standard deviation is a nonlinear function of those. However, we can analyse how much standard

deviation change can be explained when considering only parts of the
:::
and

:::
ΩA :::

can
::
be

:::::::::
attributed

::
to

:::::::
changes

::
in

:::
the

::::::::::
sensitivities225

:::
that

::::
arise

:::::
from

:::::::
changes

::
in

:::
the

::::::
drivers

::::
mean

::::::
states,

::
to changes in the drivers . We hence first analyze the change in H+standard

deviation arising only from mean
:::::::
standard

:::::::::
deviations,

::::
and

::
to

:::::::
changes

::
in

:::
the

:::::::
pairwise

::::::::::
correlations

:::::::
between

:::
the

:::::::
drivers.

:::
We

:::
do

::
so

::
by

::::::::::
calculating

:::
the

:::
full

::::::
Taylor

:::::
series

::
of

::::::::
Equation

:
2
::::
that

:::
has

:::::::::::
contributions

:::
up

::
to

:::
the

:::
fifth

::::::
order.

:::
We

::::
then

::::::
identify

:::
the

::::::::
variance

::::::
change

::::
from

:::::
mean

:::::::
changes

::
in

:::
the

::::::
drivers

::
as

:::
the

::::
sum

::
of

:::
all

:::::
terms

::
in

:::
the

::::::::
expansion

::::
that

:::::::
describe

:::
the

:::::::::::
contributions

::
of

:::::::::
sensitivity

::::::
changes

:::
to

:::
the

::::::
overall

::::::
change

::
in

::::::::
variance

::::::::
(∆sσ

2
H+ ).

::::::::
Likewise,

:::
we

:::::::
identify

:::
the

:::::::::::
contribution

::::
from

::::::::
standard

::::::::
deviation changes230

in the drivers. As a next step we also change the drivers’ standard deviations and identify the additional change in
::::::
drivers

::::::::
(∆σσ

2
H+ ).

:::
We

:::::::
further

:::::
group

:::::
terms

::
in
::::

the
::::::::
expansion

::::
that

:::::
stem

::::
from

::::::::::::
simultaneous

:::::::
changes

::
in

:::
the

:::::::::::
sensitivities

:::
and

::::::::
standard

::::::::
deviations

:::::::::
(∆sσσ

2
H+ )

::::
and

:::
the

:::::::::
remaining

:::::
terms

:::
that

:::::
arise

:::::
either

:::::
from

:::::::::
correlation

:::::::
changes

:::::
alone

::
or

::::::
mixed

:::::::::::
contributions

:::::
from

:::::::::
correlation

:::::::
changes

:::
and

:::::::
changes

::
in
::::::::::
sensitivities

::::
and

:::::::
standard

:::::::::
deviations

::::::::::
(∆ρ+σ

2
H+ ).

:::::
Since

::::
these

::::
four

:::::::::::
components

::::::
contain

:::
all

::::
terms

::
in
:::

the
::::::
Taylor

::::::
series,

::::
they

::::::
exactly

::::::::
reproduce

::
a
::::::
change

::
in

:::::::
variance

::::::::::
represented

::
by

::::::::
Equation

::
2,

:
235

∆σ2
H+ = ∆sσ

2
H+ + ∆σσ

2
H+ + ∆sσσ

2
H+ + ∆ρ+σ

2
H+ .

::::::::::::::::::::::::::::::::::::::::
(3)

::::::::
However,

:::::::
Equation

::
2

::::
itself

::
is

::
an

:::::::::::::
approximation

::
to

::
the

:::::::::
simulated [H+] standard deviation compared to the case of only changes

in the means. Finally, we identify
:::
and

:::
ΩA :::::::

variance,
:::::::
leading

::
to

:
a
:::::
small

::::::::
mismatch

:::::::
between

:::
the

::::
sum

::
of

:::
the

::::::::::
components

:::::::::
introduced

:::::
above

:::
and

::::::::
simulated

::::::::
variance

::::::
change

:::::
(black

:::::
lines

::
vs.

::::
grey

::::::
dashed

:::::
lines

::
in

:::
the

:::::
zonal

::::
mean

:::::
plots

::
in

::::::
Figures

::
8,

::
9,

::::
and

:::
10).

:

240

:::
We

:::
also

::::::
assess

:::
the

:::::::::::
contributions

:::::
from

:::::::::
sensitivity

:::::::
changes

::::::
arising

::::
only

:::::
from

:::::
mean

:::::::
changes

::
in

:::
CT :::::::::::

(∆sσ
2
H+

∣∣
CT

), the contri-

bution from
:::::::
standard

::::::::
deviation

:::::::
changes

::
in

:::
CT :::::

alone
:::::::::::
(∆σσ

2
H+

∣∣
CT

),
:::
and

:::
the

::::::::::
contribution

:::::
from

:::::::::::
simultaneous

:::::
mean

:::
and

::::::::
standard

9



:::::::
deviation

:
changes in the phasing of the drivers as the additional change in H+standard deviation by also taking into account

changes in the drivers’ correlation coefficients (further information
:::
CT :::::::::::

(∆sσσ
2
H+

∣∣
CT

).
::::::
Further

::::::::::
information

:::
on

:::
the

::::::::::::
decomposition

is given in Appendix C)..245

2.3 Model evaluation

The focus of our analysis is on changes in variability in [H+] and ΩA. As observational-based
::::::::::::::
observation-based

:
daily data of

the inorganic carbon chemistry at the global scale is not available, we limit the evaluation of the Earth system model simulation

to the representation of the seasonal cycles of [H+] and ΩA, and especially on its changes over the 1982-2015 period. To do250

so, we created
:::
We

:::::::::
developed an observation-based dataset for surface monthly [H+] and ΩA covering the 1982-2015 period

using monthly surface salinity, temperature, pCO2, and AT fields. Monthly salinity
::::::
Salinity and temperature data are taken

from the Hadley Centre EN.4.2.1 analysis product (Good et al., 2013). AT is then calculated using the LIARv2 total alkalinity

regression from salinity and temperature (Carter et al., 2018). For pCO2, we use the neural-network-interpolated monthly data

from Landschützer et al. (2016), which is based on SOCATv4 (Bakker et al., 2016). Although not fully capturing pCO2 vari-255

ability in regions with only few observations (Landschützer et al., 2016), the pCO2 dataset is
:::::::
appears

::
to

::
be generally well suited

for analyzing pCO2 seasonality and changes therein (Landschützer et al., 2018).
::
An

:::::::::
exception

::
is

:::
the

:::::::
Southern

::::::
Ocean

::::::
where

:::::::::
data-based

:::::
pCO2 :::::::

products
:::
are

::::::::
uncertain

:::
due

::
to

::::::
sparse

::::
data

::
in

:::::
winter

:::::::::::::::
(Gray et al., 2018)

:
. [H+] and ΩA are then calculated from

salinity, temperature, AT, and pCO2 using the co2sys carbonate chemistry package (van Heuven et al., 2011).
:::::::::::
Uncertainties

::
in

:::
the

::::::
derived

::::::::
seasonal

:::::
cycles

:::
for

:
[
:::
H+]

:::
and

:::
ΩA::::

that
::::
arise

:::::
from

:::::::::::
uncertainties

::
in

:::
the

:::::::::::::::
observation-based

:::::
input

::::::::
variables

:::
are

:::
not260

::::::::
quantified

:::
in

:::
this

::::::
study.

::
In

::::
most

:::::::
regions,

:::
the

::::::
GFDL

:::::::
ESM2M

:::::::
captures

:::
the

:::::::::::::::
observation-based

:::::
mean

:::::::
seasonal

:::::
cycle

::
in [

:::
H+]

:::
and

:::
ΩA::::

well,
:::
in

::::::::
particular

::
for

:::
ΩA::::

(the
:::::
mean

::::::
values

::
of

:::
the

:::::::
seasonal

::::::::::
amplitudes

::
in

::::::
Figure

:::
3).

::::::::
However,

:::::::
potential

::::::
biases

::
in

:::
the

:::::
mean

:::::::
seasonal

::::::::::
amplitudes

::
do

:::
not

:::::::
directly

::::
have

:::
an

:::::
effect

:::
on

::::::::
projected

:::::::
changes

::
in

:::::::
extreme

:::::::
events,

::
as

:::
we

::::
base

:::
the

:::::::
extreme

::::::
events

::::::::
definition

:::
on

:::::::
relative265

:::::::::
thresholds.

The
::
We

:::::
then

:::::::
compare

::::
the

::::::::
simulated

:::::::::::::
ensemble-mean

::::::
trends

::
in
::::::::

seasonal
:::::::::
amplitude

::::
with

:::
the

::::::::::::::::
observation-based

::::::::
estimates

::::::
(further

::::::::::
information

:::
on

:::
the

:::::::::::
methodology

:
is
:::::
given

::
in
:::::::::
Appendix

:::
D).

::::::
Similar

::
as
:::

for
:::
the

:::::
mean

:::::::
seasonal

::::::
cycle,

:::
the GFDL ESM2M

captures the observed trends in the seasonal [H+] and ΩA amplitudes for different latitudinal bands over the 1982-2015 period270

relatively well (Figure 3). The simulated ensemble mean
::::::::::::
ensemble-mean

:
trends in the

::::::::
simulated seasonal [H+] amplitude

(calculated as the average of the individual trends in the ensemble)
:::::::::
amplitudes

:
are positive for the northern low and high

latitudes as well as the southern low latitudes
::
all

:::::::
latitude

::::::
bands

:
(Figure 3, Supplementary Table 1), consistent with the

observation-based estimates. In addition, both the model and the observational-based estimates show no significant change in

H+seasonality
:::::
While

:::
the

::::::::
estimates

::
for

:::
the

::::::::
simulated

::::::
trends

:::
are

::::::::::
significantly

:::::
larger

::::
than

::::
zero

::
for

:::
all

::::::
latitude

::::::
bands,

:::
this

::
is

:::
not

:::
the275

:::
case

:::
for

:::
the

:::::::::::::::
observation-based

:::::
trends

:
in the equatorial region between

:
(10 ◦S and -

::::::
10◦N)

:::
and

:::
the

:::::::
northern

::::
low

:::::::
latitudes

:
(10 ◦N

10



a) Observation-Based [H+] Seasonality
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b) ESM2M [H+] Seasonality

n
m

o
l k

g
-1

1.2

1.0

0.8

0.6

0.4

0.2

Years
1985 1990 1995 2000 2005 2010

c) Observation-Based ΩA Seasonality
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Figure 3. (a,b) Seasonal amplitude of [H+] over the period 1982-2015 averaged over five different latitude bands for a) the observation-based

estimate and b) the GFDL ESM2M historical (1982-2005) and RCP8.5 (2006-2015) ensemble simulations. (c,d) The same as (a,b), but for

ΩA. Linear trends in all panels are overlaid as thick lines. The linear trend of the simulated changes is calculated as the mean of the five

individual ensemble trends.

(purple thick lines in Figure 3a,b). However, the
:
-
:::::
40◦N)

::::::
(Table

:::
1).

:::
The simulated [H+] seasonality trends tend to be smaller

:::
are

::::::::::
significantly

::::::
smaller

:::::
(with

::::
90%

:::::::::
confidence

:::::
level)

:
than estimated from observations in the northern (yellow

::::
high

:::::
(40◦N

:
-
::::::
90◦N;

:::::
orange

:
thick lines in Figure 3a,b) and southern high latitudes (red

:::
low

:::::::
latitudes

::::::
(10◦S

:
-
:::::
40◦S;

::::
blue thick lines in Figure 3a,b),

where the trends from the model ensemble are 0.031± 0.030
:::::::::::
0.031± 0.012 nmol kg−1 decade−1 (± 90 % confidence interval280

for each ensemble member individually and then averaged) and 0.009± 0.010
:::
and

:::::::::::
0.035± 0.003 nmol kg−1 per decade, com-

pared to the observational-based trends of 0.106±0.040 nmol kg−1 decade−1 and 0.037± 0.028
:::::::::::
0.055± 0.014 nmol kg−1 decade−1,

respectively. In contrast, the simulated trend in H+seasonality
:::
The

::::::::
simulated

:::::::::
ensemble

::::
mean

::::::
trends

:::
for

:::
the

::::::::
remaining

:::::::
latitude

:::::
bands

:::
are

:::
not

::::::::::
significantly

:::::::
different

:::::
from

:::
the

:::::::::::::::
observation-based

::::
trend

:::::::::
estimates.

285

:::
For

:::
ΩA,

:::
we

:::
find

::
a

::::::::
significant

:::::::
negative

:::::
trend

::
in

:::
the

:::::::::::::::
observation-based

:::
data

:
in the northern low latitudes (0.047± 0.012 nmol kg−1 decade−1;

blue thick line in Figure 3b) is slightly larger than the observation-based trend (0.034± 0.032 nmol kg−1 decade−1; blue thick

11



line in Figure 3a). For ΩA, the model simulates
:::
and

:::::::::
significant

:::::::
negative

::::::
trends

::
in

:::
the

::::::::::
simulations

::
in

:::
the

:::::::
northern

:::
and

::::::::
southern

::::
high

:::::::
latitudes

::::::
(Table

::
1).

::::
The negative trends in seasonal amplitude that are not seen in the

::
in

:::
the

:::::::::
simulations

:::
are

:::::::::::
significantly

:::::::
different

::::
from

::::
the observation-based estimate

:::::
trends

:
in the northern high latitudes (−0.015± 0.010 vs

:::::::::::::
−0.015± 0.004

:::
vs.290

0.002± 0.009 ΩA units) and in the southern high latitudes (−0.012± 0.004 vs
:::::::::::::
−0.012± 0.002

::
vs.

:
0.000± 0.005 ΩA units per

decade). Conversely, a slight negative trend is seen in northern low latitudes in the observation-based estimate (−0.007± 0.006

ΩA units per decade) that is not present in the simulations. In addition, GFDL also captures the observed mean seasonal cycle

[H+] and ΩA well in most regions and in particular for ΩA (the mean values of the seasonal amplitudes in Figure 3). However,

potential biases in the mean seasonal amplitudes do not directly have an effect on projected changes in extreme events, as we295

base the extreme events definition on relative thresholds.

::::::
Latitude

:::
Obs.

:
[
:::
H+]

:::::::
ESM2M[

:::
H+]

: :::
Obs.

:::
ΩA ::::::

ESM2M
:::
ΩA:

::::
40◦N

:
-
:::::
90◦N

:::::::::::
0.106± 0.040

:::::::::::
0.031± 0.012

:::::::
1.9± 8.7

: :::::::::
−15.1± 3.8

:

::::
10◦N

:
-
:::::
40◦N

:::::::::::
0.034± 0.034

:::::::::::
0.047± 0.005

::::::::
−6.7± 5.6

::::::::
−1.8± 2.0

::::::::
10◦S-10◦N

:::::::::::
0.001± 0.016

:::::::::::
0.006± 0.005

:::::::::
−2.8± 10.7

: ::::::::
−0.5± 5.3

::::
40◦S

:
-
::::
10◦S

: :::::::::::
0.055± 0.014

:::::::::::
0.035± 0.003

::::::::
−2.4± 5.1

::::::::
−1.2± 1.2

::::
90◦S

:
-
::::
40◦S

: :::::::::::
0.037± 0.028

:::::::::::
0.009± 0.004

:::::::
0.1± 4.8

: :::::::::
−12.2± 1.7

:

Table 1.
::::

Linear
:::::
trends

::
in

:::::::
seasonal

:::::::
amplitude

::
of

:
[
:::
H+]

:::
(in

::::::::::::::::
nmol kg−1 decade−1)

:::
and

::::
ΩA ::

(in
::::::::::::
10−3 decade−1)

:::
for

:::
five

::::::
latitude

::::
bands

::::
over

:::
the

:::::
period

::::::::
1982-2015.

::::::
Results

::
are

:::::
shown

:::
for

:::
the

::::::::::::::
observational-based

::::
data

:::::
(Obs.)

:::
and

::
the

::::::::::
five-member

:::::::
ensemble

::::
mean

::
of

::
the

:::::::
ESM2M

:::::::::
simulations

:::::::
(ESM2M)

::::::::
following

::
the

:::::::
RCP8.5

::::::
scenario

::::
over

::::::::
2006-2015.

::::
The

::::
range

:::
(±)

::::::
denotes

:::
the

::::
90 %

::::::::
confidence

::::::
interval.

In summary, taking into account additional evaluations not shown here of the mean states of [H+] and ΩA and the underlying

drivers (Bopp et al., 2013; Kwiatkowski and Orr, 2018), the model performs well against a number of key seasonal performance

metrics. However, the model slightly underestimates past changes
:::::::
increases

:
in seasonal amplitude of [H+], especially in the

northern and southern high latitudes. Furthermore, it overestimates
:
In
:::::::

contrast
:::

to
:::
the

:::::::::::::::
observation-based

::::
data,

:::
the

::::::
model

::::
also300

::::::
projects

:
negative trends in

::
the

:
ΩA seasonal amplitude in those regions

:::::
there.

:::::::::::
Nevertheless,

:::
the

:::::::::::::::
observation-based

::::::
trends

::
in

:::
the

:::::::
northern

:::
and

:::::::::
especially

:::::::
southern

::::
high

::::::::
latitudes

:::
are

:::::
rather

::::::::
uncertain

:::::::
because

::::::
winter

::::
time

::::
data

:
is
::::::

sparse
:::::
there. Even though we

lack the daily observational-based data to undertake a full assessment, we consider our model to be well suited
::
it

::::::
appears

::::
that

::
the

::::::
GFDL

::::::::
ESM2M

:::::
model

::
is

:::::::
adequate

:
to assess changes in open ocean ocean acidification extreme events.

3 Results305

We start by discussing the simulated changes in different ocean acidity extreme
::::::::
variability

:::::
event

:
characteristics at the global

scale
:::
(i.e.

:::
grid

::::
cell

:::::
based

::::::::::::
characteristics

:::
are

:::::::::
aggregated

::::::::
globally), before we analyze changes at the

::::
local

::
to regional scale and

identify the drivers of changes. We recall that the large secular increase in [H+] and the large secular decrease in ΩA was

removed for the analysis as we focus on changes in variability and their impact on extreme
::::::::
variability

:
event characteristics.
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3.1 Global changes in ocean acidity
:::::::::
variability extremes310

In preindustrial times
:
,
:::
the

:
GFDL ESM2M suggests that a typical

::
an

:::::::
average surface [H+] extreme event had an

::::::::
variability

::::
event

::::
had

:
a
::::::::
maximal intensity of 0.08 nmol kg−1 (Figure 4c, Supplementary Table 2) and lasted 11 days (Figure 4e). Ocean

acidity extremes occur coherently with a typical volume in the upper 200 m
::::
occur

::::
with

:
a
::::::
typical

:::::::
volume of 2.7·103km3,

::::::
which

:
is
:::::
about

::::::::
0.004 %

::
of

:::
the

::::
total

:::::
ocean

:::::::
volume

::
in

:::
the

:::::
upper

::::::
200 m (Figure 4g). Over the historical period (from preindustrial to

1986-2005), the model projects that the number of surface [H+] extreme days per year increases from 3.65 days per year315

to 10.0 days per year (9.5-10.4 days per year; Figure 4a,
::::::::
ensemble

::::::
ranges

:::
are

:::::
given

::
in
::::::

Table
:
2). The

:::::::
maximal intensity and

duration are projected to increase to 0.12 nmol kg−1 and 15 days. Compared to preindustrial conditions, this corresponds to a

173% (160-184%) increase in number of days per year, a 44% (39-47%) increase in the
:::::::
maximal intensity and a 45% (41-48%)

increase in the duration of [H+] extreme
::::::::
variability

:
events. The volume of single

::::::::
individual events is projected to increase by

20% (14-27%) over the historical period. Over the 21st century, ocean acidity extreme events
:::::::
extreme

:::::::::
variability

:::::
events

:::
in320

:::::
ocean

::::::
acidity are projected to further increase in frequency, intensity, duration, and volume (Figure 4). By 2081-2100 under

the RCP8.5 scenario, the number of [H+] extreme days per year at surface is projected to increase to 50.1 days (50.0-50.3

days;
::
50

::::
days

:
(corresponding to a 1273% increase

::::::
relative

::
to

:::
the

::::::::::
preindustrial). The

:::::::
maximal

:
intensity is projected to increase

to 0.38 nmol kg−1 (0.37-0.39 nmol kg−1; 371%
:::::::
increase), the duration to 32 days (31-32; 199%

:::::::
increase) and the volume to

13.9·103km3 (13.8-14.1; 414%
:::::::
increase).325

At 200 mdepth, [H+] extreme
:::::::::
variability events are in general more intense (0.17 nmol kg−1; Figure 4d) and longer-lasting

(38 days; Figure 4f) than at surface during preindustrial conditions. The stronger extreme events are caused by the overall larger

variability at 200 m than at surface
::
in

:::
the

::::::::::
preindustrial. The longer duration is connected to the more pronounced contribution

from interannual variability compared to the surface (see Section 3.3). However, projected
::::::
relative changes over the historical330

period and the 21st
:

st
:

century are smaller at 200 m depth than at surface and with larger year-to-year variations across the

ensembles. Under present-day
:::::::::
conditions (1986-2005), the number of extreme days per year at 200 m depth is 4.3 days per year

(3.7-5.1 day per year; corresponding to a 18% increase since preindustrial), the
:::::::
maximal

:
intensity 0.20 nmol kg−1 (0.19-0.21

nmol kg−1; 18%
:::::::
increase), and the duration 46 days (43-50 days; 21%

:::::::
increase). By the end of the 21st century under the

RCP8.5 scenario, the number of [H+] extreme days per year is projected to increase to 32.1 days per year(30.9-34.8 days per335

year), the
:
,
::
the

::::::::
maximal intensity to 0.34 nmol kg−1 (0.33-0.34 nmol kg−1) and the duration to 99 days(95-102) days. Notably,

::::::
extreme

:::::::::
variability

::::::
events

::
in

:
[H+] extreme events are projected to become less intense at 200 m depth than at surface (0.34

nmol kg−1 vs.
:
0.38 nmol kg−1) by the end of the century under RCP8.5, even though they were more intense in preindustrial

times at depth. In contrast, surface [H+] extreme
::::::::
variability events remain shorter in duration at the end of the century than at

200 mdepth.340

Under the RCP2.6 scenario and by the end of the century, the magnitude of changes in the different [H+] extreme event

characteristics would be substantially reduced
::::::::
variability

:::::
event

:::::::::::::
characteristics

:::
are

:::::::::::
substantially

:::::::
reduced

:::::::::
compared

::
to
::::

the

13



Surface: Yearly Extreme Days
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Figure 4. Simulated changes in globally averaged [H+] extreme
:::::::

variability event characteristics over the 1861-2100 period following histor-

ical (black lines) and future RCP8.5 (red) and RCP2.6 scenario (blue). Frequency,
:::::::
maximal intensity, and duration are shown for the surface

(a,c,e) and for 200 m depth (b,d,f). Volume is shown in (g). The thick lines display the five-member ensemble means and the shaded areas

represent the maximum and minimum ranges of the individual ensemble members.
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::
PI

::::::::
1986-2005

: ::::::::
2081-2100

::::::
RCP2.6

: ::::::::
2081-2100

::::::
RCP8.5

:::::
Number

::::
Surf.

: :::
3.65

:::
9.97

::::::::::
(9.49-10.38)

::::
22.87

:::::::::::
(21.93-23.45)

::::
50.12

::::::::::
(49.98-50.30)

:

::::
200 m

: :::
3.65

:::
4.32

::::::::
(3.72-5.09)

: ::::
19.88

:::::::::::
(16.96-22.53)

::::
32.10

::::::::::
(30.91-34.75)

:

::::::
Duration

::::
Surf.

: ::::
10.64

: ::::
15.38

:::::::::::
(15.04-15.72)

::::
23.79

:::::::::::
(23.40-24.11)

::::
31.78

::::::::::
(31.23-32.13)

:

::::
200 m

: ::::
38.00

: ::::
45.95

:::::::::::
(42.84-49.96)

::::
62.94

:::::::::::
(60.49-66.11)

::::
98.66

::::::::::::
(95.06-102.01)

:::::::
Maximal

::::::
Intensity

::::
Surf.

: :::
0.08

:::
0.12

::::::::
(0.11-0.12)

: :::
0.17

::::::::
(0.16-0.17)

: :::
0.38

:::::::::
(0.37-0.39)

::::
200 m

: :::
0.17

:::
0.20

::::::::
(0.19-0.21)

: :::
0.28

::::::::
(0.25-0.30)

: :::
0.34

:::::::::
(0.33-0.34)

:::::
Volume

: ::::
2709

:::
3247

::::::::::
(3082-3451)

:::
7654

::::::::::
(6873-8464)

:::::
13927

:::::::::::
(13836-14109)

Table 2.
::::::::
Simulated

:::::
global

:::::::::::
ensemble-mean

:
[
:::
H+]

::::::
extreme

::::::::
variability

::::
event

:::::::::::
characteristics

::
for

:::
the

::::::::::
preindustrial

:::
(PI),

::::::
present

:::
day

::::::::::
(1986-2005),

:::
and

::
the

:::
end

::
of

:::
this

::::::
century

::::::::::
(2081-2100)

::
for

::::
both

::::::
RCP2.6

:::
and

::::::
RCP8.5.

:::::::
Numbers

::
of
:::::
yearly

:::::::
extreme

:::
days

:::
are

::::
given

::
in

::::
days

:::
per

::::
year,

:::::::
durations

:
in
:::::
days,

:::::::
intensities

::
in
:::::::::
nmol kg−1,

:::
and

::::::
volumes

::
in
::::
km3.

::::::
Values

:
in
:::::::
brackets

:::::
denote

:::::::
ensemble

::::::
minima

:::
and

:::::::
maxima.

::::::
RCP8.5

::::::::
scenario. This reduction is especially pronounced at the surface (blue lines in Figure 4). There, the number of ex-

treme days per year,
:::::::
maximal

:
intensity, and duration under the RCP2.6 are projected to be only 46% (44-47), 43% (43-44)345

and 75% (73-77) of that under the RCP8.5 scenario. At depth, the differences between the RCP2.6 and RCP8.5 scenario are

less pronounced and only emerge in the second half of the 21st century. In contrast to the surface, the number of [H+] extreme

days per year , the intensity, and
:::
and

:::
the

:::::::
maximal

::::::::
intensity

::
at

:::::
depth

::
as

::::
well

::
as

:
the volume of events at depth are projected to

considerably increase
::::::
increase

::::::::::
significantly

:
even after the atmospheric CO2 concentration stabilize

:::::::
stabilizes in RCP2.6 around

year 2050. This delayed response at subsurface is due to the relatively slow surface-to-deep ocean
:::::::::::::::::
surface-to-subsurface trans-350

port of carbon. However, this is not the case for the duration, which slightly decreases in the second half of the 21st century at

depth
::::::
(Figure

:::
4f).

::::
This

:::::::
decrease

::
in

:::::::
duration

::::::
mainly

::::::
occurs

::
in

:::
the

:::::::::
subtropics,

:::::
where

::::::
events

::::::::
generally

:::
last

::::
long

::::::
(Figure

:::::
A2b).

::
It

::
is

::::::::
connected

::
to

::
an

:::::::
increase

::
in

:::
the

::::::::::
contribution

:::::
from

::::::::::::
high-frequency

:::::::::
variability

::
to

::::
total

::::::::
variability

::
in
:::::
those

::::::
regions

::::
over

::::
that

:::::
period.

In contrast to [H+] extreme
::::::::
variability

:
events, the yearly number of ΩA extreme

:::::::::
variability days is projected to decrease355

over the historical and the 21st century under both the RCP8.5 and RCP2.6 scenario (Figure 5
::
a-b, Supplementary Table A1).

The simulated decrease is slightly stronger under RCP8.5 than under RCP2.6. The number of surface ΩA extreme
::::::::
variability

days per year by the end of the
:::
this

:
century is projected to be 63% (-70,-54) smaller under RCP8.5 and 39% (-49,-20) smaller

under RCP2.6 than at preindustrial
::::::::
(ensemble

::::::
ranges

:::
are

:::::
given

::
in

:::::::::::::
Supplementary

:::::
Table

::::
A1). Projected changes at depth are

less pronounced than at surface, again with larger decreases under RCP8.5 than under RCP2.6.
:
It
::::::
should

:::
be

:::::
noted

::::
that,

::::::
despite360

:::
this

::::::
decline

::
in

:::::::
extreme

:::::::::
variability

::::::
events,

:::
the

::::::::
long-term

::::::
decline

::
in
:::
the

:::::
mean

::::
state

:::
of

:::
ΩA :::

still
:::::
leads

::
to

::::
more

:::::::
frequent

::::::::::
occurrence

::
of

:::
low

::::::
values

::
in

:::
ΩA ::::

(see
:::::::::
Discussion

:::::::
section).

:

3.2 Regional changes in ocean acidity
:::::::::
variability extremes

Surface [H+]
::::::::
variability

:
extremes are projected to become more frequent in 87% of the surface ocean area by the end of

the 21st century under the RCP8.5 scenario. However, the projected changes in
::::
these

:
ocean acidity extremes are not uniform365
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Figure 5.
:::::::
Simulated

:::::::
changes

:
in
:::
the

:::::
yearly

::::::
number

::
of

::
ΩA::::::

extreme
::::::::
variability

::::
days.

:::::
Panels

:::
a-b)

:::::
show

::
the

:
gGlobally averaged simulated number

of extreme ΩA ::::::::
variability days per year

::
in

:::
ΩA from 1861 to 2100 following historical (black lines) and future RCP2.6 (blue) and RCP8.5

(red) scenarios at (a) the surface and (b) 200 mdepth. The thick lines display the five-member ensemble means and the shaded areas represent

the maximum and minimum range of the individual ensemble members.
::::
Panels

::::
c-d)

::::
show

:::
the

:::::::
simulated

:::::::
regional

::::::
changes

::
in

:::
the

::::::
number

::
of

::::::
extreme

::::::::
variability

:::
days

:::
per

:::
year

::
in

:::
ΩA ::::

from
:::::::::
preindustrial

::
to

::::::::
2081-2100

:::::
under

::
the

::::::
RCP8.5

:::::::
scenario

::
(c)

::
at

::
the

::::::
surface

:::
and

::
(d)

::
at
:::::
200 m.

::::::
Shown

::
are

::::::
changes

:::::::
averaged

::::
over

::
all

:::
five

:::::::
ensemble

::::::::
members.

:::
The

::::
black

::::
lines

:::::::
highlight

:::
the

:::::
pattern

:::::::
structure

:::
and

:::
grey

:::::
colors

:::::::
represent

::::::
regions

:::::
where

::
no

:::::::
ensemble

::::::
member

::::::::
simulates

:::::::
variability

:::::::
extremes

::::::
during

::::::::
2081-2100.

over the globe but show distinct spatial patterns (Figure 6; Supplementary Figure A2). The largest increases in the number

of [H+] extreme days per year are projected in the Arctic Ocean (up to +120 days per year), in the subtropical gyres (up to

+60 days per year), in parts of the Southern Ocean and near Antarctica. There are also some regions including the eastern

equatorial Pacific and parts of the Southern Ocean, where the number of yearly extreme days in surface [H+] is projected to

decrease. These are in general also the regions where the seasonality in [H+] is projected to decrease (see section 3.3 below).370

The largest changes in intensity of surface [H+]
::::::::
variability

:
extremes (Figure 6c) are projected for the subtropics, especially

in the Northern Hemisphere. For example, events become up to 0.8 nmol kg−1 more intense in the subtropical North Pacific

and Atlantic. Large changes are also projected for the Arctic Ocean and around Antarctica. Regions with large increases in the

number of yearly extreme days tend to show also large increases in the duration of extreme
:::::::::
variability events (Figure 6e). The

Arctic Ocean is an exception. Although the number of yearly extreme days increases sharply, the increase in duration is not375

as pronounced. This is because extremes are already long-lasting, but rare at preindustrial times (Supplementary Figure A2).

So even though extreme
::::::::
variability

:
events are projected to reoccur annually

::::
occur

:::::
each

::::
year by the end of the century under

RCP8.5, the absolute increase in duration is relatively small.
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At 200 mdepth, the projected pattern of changes in yearly extreme event days generally resembles the changes
:::
that at the380

surface (Figure 6b). The largest increases in yearly extreme event days are projected for parts of the subtropics, the Southern

Ocean, and the Arctic Ocean. In contrast to the surface, [H+] extremes
::::::::
variability

:::::::
extremes

::
at
::::::

200 m are projected to become

less frequent in the equatorial Atlantic, the northern Indian Ocean, the North Pacific and in large parts of the Southern Ocean.

The regions showing
::::::::
indicating

:
a decline in [H+]

::::::::
variability

:
extremes at depth include also some of the eastern boundary cur-

rent systems, such as the the Humboldt, California, and Benguela Current systems. In most of these regions, extreme H+days385

::::::::
variability

::::::
events are projected to disappear in the RCP8.5 ensemble

::::::
scenario

:
by the end of this century (grey regions in Fig-

ure 6b). The largest increases in subsurface event intensity are projected in the subtropics (Figure 6d), whereas the duration

of [H+]
::::::::
variability extremes is projected to strongly increase

:::::::
increase

:::::::
strongly in many regions of the mid-to-high latitudes of

both hemispheres (Figure 6f). The projected increases in duration at 200m depth
:::::
200 m are much larger than at surface.

390

The increase in the number of extreme days per year, the
:::::::
maximal intensity, and the duration is smaller under RCP2.6 com-

pared to RCP8.5 for most of the ocean (Supplementary Figure A1). The largest increases in occurrence of
::::::::
variability

:
extremes

under RCP2.6 are simulated for the Arctic Ocean, similar as under RCP8.5, and for parts of the Southern Ocean. The regions

in the Southern Ocean where the occurrence of extremes
:::::::
extreme

::::::::
variability

::::::
events

:
is projected to decrease largely overlap

with those for RCP8.5, at surface and at depth. On the other hand, unlike under RCP8.5, a decrease in extreme
::::::::
variability event395

occurrence is only projected for a small fraction of the tropical oceans under RCP2.6.

Extreme
:::::
While

:::
the

::::::
decline

::
in

:::::
mean

:::
ΩA::::::::

generally
:::::
leads

::
to

:::::
lower

:::::
values

::
in

::::
ΩA,

:::::::
extreme

::::::::
variability

:
events in ΩA are projected

to become less frequent throughout most of the ocean (89% of surface area under RCP8.5 at the end of the 21st century;

Fig
::
ure 7a

::
5c). In many regions, ΩA extreme events

:::::::
extreme

::::::::
variability

::::::
events

::
in

:::
ΩA:are projected to disappear by 2081-2100400

under the RCP8.5 scenario (grey regions in Fig
::
ure 7a

::
5c). However, the frequency of surface ΩA:::::::::

variability extremes is projected

to increase by 10 or more days per year in the subtropical gyres, especially in the western parts of the subtropical gyres. At

depth, no extreme
::::::::
variability

:
events are projected for most of the ocean during 2081-2100 under RCP8.5 (Fig

:::
ure 7b

::
5d).

3.3 Decomposing [H+] variability changes into interannual, seasonal, and residual daily
:::::::::
subannual variability

changes405

The underlying changes in [H+] variability and extreme events in H+may arise from changes in interannual variability, seasonal

variability, and residual daily
::::::::
subannual

:
variability. We therefore decompose the total variability into these three components

(see Section 2.2.2). Figure 7 shows their contribution to the overall change in variability from preindustrial to 2081-2100

following
:::
For

:::
the

:::::::::::
preindustrial,

:::
the

::::::
model

::::::::
simulates

::::::
overall

:::::
larger [

:::
H+]

:::::::
variance

:
at
:::::

depth
::::
than

::
at
:::
the

:::::::
surface

::::::::::::::
(0.42 nmol2kg−2

::
vs.

::::::::::::::
0.15 nmol2kg−2,

::::
not

:::::::
shown).

::::::::::
Seasonality

:::
has

:::
the

::::::
largest

:::::::::::
contribution

::
at

:::
the

::::::
surface

::::::
(81 %

::
of

::::
total

:::::::::
variance).

:::
At

::::::
200 m,410

:::::::::
interannual

:::::::::
variability

:::
has

:::
the

::::::
largest

::::::::::
contribution

:::::::
(63 %),

:::
and

::::
also

:::::::::
subannual

:::::::::
variability

::
is

:::::
more

::::::::
important

::::::::
compared

:::
to

:::
the

::::::
surface

:::::
(15%

::
vs.

:::::
8%).
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Figure 6. Simulated regional changes in [H+] extreme
:::::::
variability

:
event characteristics from preindustrial to 2081-2100 under the RCP8.5

scenario at surface and at depth for (a,b) the number of extreme event days in days per year, (c,d) the maximal intensity of events in

nmol kg−1, and (e,f) the duration of events in days. Shown are changes averaged over all five ensemble members. Grey colors represent

areas, where no
:::::::
variability extremes occur during 2081-2100 and the black lines highlight pattern structures.
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Figure 7. Simulated regional changes in the number of ΩA extreme
::::::::
variability days per year

:::::
in ΩA from preindustrial to 2081-2100 under

the RCP8.5 scenario (a) at the surface and (b) at 200 mdepth. Shown are changes averaged over all five ensemble members. The black lines

highlight the pattern structure and grey colors represent regions where no ensemble member simulates
::::::::
variability extremes during 2081-2100.
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::::
From

:::::::::::
preindustrial

::
to

:::
the

::::
end

::
of

:::
this

:::::::
century

:::::
under

:
the RCP8.5 scenarioat surface and at depth. Changes

:
,
:::::::
changes in sea-

sonality clearly dominate the overall change in variability at surface with 87% contribution to the overall variance change in415

the global mean (Figure 7b
:
,d). Changes in interannual variability (3% contribution to overall variance change; Figure 7a) and

residual daily
::
,d)

:::
and

:::::::::
subannual

:
variability (10%; Figure 7c

:
,d) play a minor role. The largest increases in variability for all

three variability types are projected for the northern high latitudes, where also the number of extreme
:::::::::
variability event days

increases most strongly. The increases in extreme events around Antarctica and the southern end of South America (Figure 6a)

are mainly caused by increases in seasonal variability (Figure 7b). The regions that are projected to experience a decline in420

::::::::
variability

:
extremes (Figure 6a) coincide with those of decreasing interannual and seasonal variability (Figure 7a,b).

In contrast to the surface, changes in interannual and to a lesser extent residual daily
::::::::
subannual

:
variability at 200 m depth are

also important for explaining the changes in [H+] variability and extremes (Figure 7d,f). Even though the changes in seasonal

variability still dominate the overall changes in variance
:::::
e,g,h).

::::::::
Changes

::
in

:::::::::
interannual

:::::::::
variability

:::::::::
contribute

::::
most

:::
to

::::::
overall425

:::::::
variance

::::::
change

:
at the global scale (with 42% contribution), the interannual variability is

:
.
::::::::
Seasonal

:::::::::
variability

:::::::
changes

:::
are

almost equally important (37%). Changes in residual daily
:
,
:::
and

:::::::
changes

::
in
:::::::::
subannual

:
variability also contribute substantially

to changes in total variability (20%). The patterns of variability changes are very similar across the three types of variability.

The largest increases in [H+] variability are simulated in the subtropics
::::
north

:::
and

:::::
south

:::
of

:::
the

::::::
equator. In those regions the

model also projects an increase in [H+] extreme
::::::::
variability events (Figure 6b). Furthermore, these regions tend to be already430

more variable at
:::::
during

:::
the

:
preindustrial (see Supplementary Figure A2a). However, the model also projects an increase in

variability for less variable regions at preindustrial, such as the Arctic Ocean
:::::::
northern

::::
high

:::::::
latitudes, leading to increases in

::::::::
variability

:
extremes there. All three variability types are projected to decrease in the tropics and

::::
parts

::
of the Southern Ocean,

where the occurrence of extreme
::::::::
variability events is projected to largely decrease (c.f. Figure 6b). The variability decrease in

those regions is most pronounced for interannual variability (Figure 7d
:
e).435

3.4 Drivers of changes in [H+]
:::
and

:::
ΩA:variability

:::::::
changes

In this section, we investigate the drivers of variability changes in [H+] . Changes in H+variability can be attributed to three

factors
:::
and

:::
ΩA.

:::
We

:::::::
attribute

:::::::
changes

::
in

:::::::::
variability

::
to

::::
four

::::::
factors

:::
(see

:::::::
Section

::::
2.2.3

:::
for

::::::
further

::::::
details): (i) changes in the mean

states of the drivers that control the sensitivities (changing the partial derivatives in Equation 2 that affect the amplitude of the

variation in H+for a given deviation of a driving variable x from its mean (x(i)−x) in Equation 1
:::::::
∆sσ

2
H+ ),

:::
(ii)

:::::::
changes

::
in

:::
the440

:::::::::
variabilities

::
of
:::
the

::::::
drivers

:::::::
(∆σσ

2
H+ ), (ii)

::
iii)

:::::::::::
simultaneous

:
changes in the

:::::
mean

:::::
states

:::
and variabilities of the drivers (the drivers’

standard deviations in Equation 2
:::::::
∆sσσ

2
H+ ;

::::
this

::::::::::
contribution

:::::
arises

:::::::
because

::::
both

:::::
mean

:::::
states

:::
and

::::::::::
variabilities

:::::::
change,

:::
and

::::
can

::::::
neither

::
be

::::::::
attributed

:::
to

::
(i)

:::
nor

::::
(ii)

:::::
alone), and (iii

::
iv) changes in the phasing

::::::::::
correlations between the drivers(the correlation

coefficients in Equation 2 that describe the degree to which the drivers co-vary with each other) (see Section 2.2.3).
:
,
::::
also

::::::::
including

:::::
mixed

:::::::::::
contributions

:::::
from

:::::::::
correlation

:::::::
changes

:::::::
together

::::
with

:::::
mean

::::
state

::::
and

::::::::
variability

:::::::
changes

::::::::::
(∆ρ+σ

2
H+ ).

::
In

:::::
other445

:::::
words,

::::
(iv)

::::::::
describes

::
the

:::::::
change

::
in

::::::::
variability

::::
that

:::::
arises

::::::
because

:::
the

::::::::::
correlations

:::::::
between

:::
the

::::::
drivers

::::
also

::::::
change,

::::
and

:::
not

::::
only
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Figure 7. Contribution to projected changes in [H+] standard deviation
::::::
variance from (a,d

:
e) interannual variability, (b,e

:
f) seasonal variability,

and (c,fg) residual daily
:::::::
subannual variability between the preindustrial and the 2081-2100 period following the RCP8.5 scenario

:
at

::::::
surface

:::
and

:
at
:::::
200 m. Shown are the ensemble mean changes. The black lines highlight the pattern structure.

::::
Zonal

:::::
mean

::::::::::
contributions

::
are

:::::
shown

:::
for

::
the

::::::
surface

::
(d)

:::
and

:::
for

:::::
200 m

:::
(h).

:::
The

::::
sum

::
of

::
the

::::
three

::::::::::
components

:::::
(black

::::
lines)

::::::::
accurately

::::::::
reproduces

:::
the

:::::::
simulated

:::::::
variance

:::::
change

:::::
(grey

:::::
dashed

:::::
lines).

::::
their

::::
mean

:::::
states

::::
and

::::::::::
variabilities.

:

We investigate the first contribution (impact of mean state changes on the sensitivities) by changing only the mean states of

the drivers (in Equation 2) from the preindustrial values to those of the
:::
The

:::::::
drivers’

:::::
mean

:::::::
changes

:::::::
between

:::
the

:::::::::::
preindustrial450

:::
and 2081-2100 period following the

:::::
under RCP8.5 scenario. The drivers’ standard deviations and correlation coefficients stay

at the preindustrial levels. Figure 8b shows that the mean changes in the drivers cause an overall
::::
cause

::
a

:::::
strong

:
increase in

surface [H+] variability . Global H+variability changes due to mean changes (0.67 nmol kg−1
:::::::
between

:::
the

::::::
periods

::::
that

:
is
:::::
most

:::::::::
pronounced

:::
in

:::
the

:::::::
northern

:::
and

::::::::
southern

::::
high

:::::::
latitudes

:::::::
(∆sσ

2
H+ ; Figure 8b) are more than twice as large as the total realized

changes (0.30 nmol kg−1;
:
,
::::
pink

:::
line

::
in

:
Figure 8a). Especially in the higher latitudes, the

::
h).

:::
On

::::::
global

:::::::
average,

:::::
these

:::::::
variance455

changes due to mean changes
::
the

:::::
mean

:::::::
changes

::
in

:::
the

::::::
drivers

:::::::::::
(∆sσ

2
H+=1.3

::::::::::
nmol2kg−2)

:
are much larger than the total realized

changes
::::::::
simulated

:::::::
variance

::::::
change

:
in [H+] variability.

What causes this large increase H+variability?
::::::::::
(∆σ2

H+=0.5
::::::::::
nmol2kg−2,

:::::
Figure

:::
8a,

::::::
dashed

::::
grey

::::
line

::
in

:::::
Figure

::::
8h). In general,

an increase in mean CT, temperature, and salinity would lead to an increase in H+variability
::::::
∆sσ

2
H+ , whereas an increase in

mean AT would lead to a decrease. GFDL ESM2M projects an increase in mean CT over the entire surface ocean (Supplemen-460

tary Figure A4) and therefore an increase H+variability
::::::::
∆sσ

2
H+

∣∣
CT:

(Figure 8e). Surface AT is projected to increase globally,

especially in the low-to-mid latitudes of the Atlantic (Supplementary Figure A4), and therefore dampens slightly the overall

increase in
::
f,

:::::
green

:::
line

::
in
::::::

Figure
::::
8h).

::
In

:::
the

:::::
high

::::::::
latitudes,

:
a
::::::::
relatively

:::::
small

:::::::
increase

:::
in

:::::
mean

::
CT:::::

leads
::
a
::::
large

::::::::
increase

::
in
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Figure 8. (a) The realized change in
:::::::::::
Decomposition

::
of

:::::
surface

:
[H+] standard deviation at surface

::::::::
variability

::::::
changes

:::
into

:::::::
different

::::::
drivers.

:::::
Shown

:::
are

::::::
changes

:
from preindustrial to 2081-2100 following the RCP8.5 scenario. It is decomposed into (b) the

::
The

::::::::
simulated

:
change

in [H+] standard deviation
::::::
variance

:::::::
(∆σ2

H+ )
::
(a)

::
is
::::::::::

decomposed
:::
into

:::
the

::::::::::
contribution

::::
from

:::::::
changes

::
in

:::
the

:::::::::
sensitivities

:::
that

::::
arise

:
from

changes in the drivers’ mean values , (c
:::::
∆sσ

2
H+ )

::
(b),

:
the H+standard deviation change

:::::::::
contribution from additionally changing

::::::
changes

:
in
:
the driversvariabilities, and

:
’
::::::
standard

::::::::
deviations (d

::::::
∆σσ

2
H+ )

::
(c),

:
the contribution from additional

::::::::::
simultaneous changes in the phasing of

::::::::
sensitivities

::::
and the drivers’

:::::::
standard

::::::::
deviations (pairwise correlations between

:::::::
∆sσσ

2
H+ )

:::
(d),

:::
and

:
the drivers

::::::::
contribution

::::
from

:::::::::
correlation

::::::
changes

::::
alone

:::
and

::::::::::
simultaneous

::::::
changes

::
in

:::::::::
correlations

:::
and

::::::::
sensitivities

:::
and

:::::::
standard

::::::::
deviations

:::::::
(∆ρ+σ

2
H+ ) . (e)The change in

:
.
::::::::::
Furthermore,

::
the

::::::::::
contribution

::
to [H+] standard deviation obtained when only changing the

::::::
variance

:::::
change

:::::
from mean state of

:::::
changes

:::
in CT .

::::
alone

:::::::::
(∆sσ

2
H+

∣∣
CT

) (f) The change
::
and

:::
that

::::
from

:::::::
standard

:::::::
deviation

::::::
changes

:
in H+

::
CT:::::::

together
:::
with

::::::::::
simultaneous

:::::::
changes

:
in
:::::

mean
::::
state

:::
and stan-

dard deviation from additionally changing the variability of CT . (g,h
:::::::::::::::::::
∆σσ

2
H+

∣∣
CT

+ ∆sσσ
2
H+

∣∣
CT

) Same as (e,f
:
g) , but for AT. Temperature and

salinity contributions are small and not
:
is
:
shownhere. The black contours

::
in

:::
a-g) highlight the pattern structures.

:::
The

::::
zonal

:::::
mean

:::::::::
contribution

:
of
::::::

panels
:::
a-g)

::
is

:::::
shown

::
in

::::
panel

::
h).
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:::::::::
∆sσ

2
H+

∣∣
CT

,
:::::::
because [H+] variability (Figure 8g

::
is

::::
very

:::::::
sensitive

::
to

:::::::
changes

::
in

::
CT::::

due
::
to

:::
the

:::
low

:::::
buffer

:::::::
capacity

:::::
there.

:::::::::
Decreases

::
in

::::
mean

:::
AT::::::

further
:::::::::
contributes

::
to

:::
the

:::::::
increase

::
in

::::::
∆sσ

2
H+::::

(not
:::::
shown). This is not the case in the Arctic Ocean, where

:::::::::
low-to-mid465

:::::::
latitudes,

::::::
where

:::::
mean

::::::
surface

:
AT is projected to decrease and amplifies the increase in H+variability caused by changes in

CT (Figure 8g). Changes
::::::::
increase,

::
in

::::::::
particular

::
in

:::
the

:::::::
Atlantic

::::::
Ocean

::::::
(Figure

::::
A4),

::::
and

:::::::
therefore

::::::::
dampens

:::::::
slightly

:::
the

::::::
overall

:::::::
increase

::
in

:::::::
∆sσ

2
H+ .

:::
The

:::::::
changes

::
in
:::
AT:::

are
::::::
largely

::::
due

::
to

:::::::
changes

::
in

:::::::::
freshwater

::::::
cycling

::::
that

::::
also

:::::::
manifest

::
in

:::::::
salinity

:::::::
changes

:::::::::::::
(Supplementary

::::::
Figure

:::
A4,

::::::::::::::::
Carter et al. (2016)

:
).
:::::
Mean

::::::::
changes in temperature and salinity play a minor role

:::
for

:::::::::
explaining

::
the

:::::
large

:::::::
increase

::
in

::::::
∆sσ

2
H+:

(not shownin Figure 8).470

Next, we investigate the second contribution, i.e. the impact of changes in variability of the drivers on H+variability

(Figure 8c).At the global scale
:::
Why

::
is
:::
the

:::::::
increase

:::
in

:::::
∆σ2

H+:::::::
smaller

::::
than

:::
that

::::::::
following

:::::
from

:::
the

:::::
mean

:::::::
changes

::
in

:::
the

::::::
drivers

:::
(i.e.

::::::::
∆sσ

2
H+ )?

::
In

:::
the

::::
high

::::::::
latitudes, the projected change in the variability of the drivers (Supplementary Figure A5) causes a

decrease in
:::::::::
contributes

:::::::::
negatively

::
to

:::
the

:
[H+] variability

::::::
change and counteracts to some degree the increase in H+variability475

due to increase in the mean drivers. However, this decrease due to the drivers’ variability is spatially not uniform. In the

low latitudes (except in the eastern equatorial Pacific), changes in the variability of the drivers lead to a slight increase in

H+variability, whereas in the high latitudes they
:::::::
∆sσ

2
H+ .

:::::
These

:::::::::
variability

:::::::
changes

::::::
alone

:::::
would

:::::
have

::
a

:::::
small

::::::
impact

:::
on

::::::
∆σσ

2
H+:::::::

(Figure
::::
8c),

:::
but

:::
the

:::::::::
variability

:::::::
changes

:::::::
dampen

::::
the

::::::::
increases

::::
from

::::
the

:::::
mean

:::::::
changes

:::::::::
(∆sσσ

2
H+ ,

::::::
Figure

::::
8d).

::::
The

::::
latter

::::::::::
contribution

::
is
:::::
large

::
in

::::::
regions

::::::
where

:::::
mean

:::::::
changes

:::::
would

::::
else lead to a decrease in H+variability. The increase in the480

low latitudes and the decrease in
:::::
strong

:::::::
increase

::::
(see

::::::::::::
anticorrelated

:::::::
patterns

::
in

::::::
Figures

:::
8b

::::
and

:::
d).

::
In

:
the high latitudesand

the equatorial Pacific is mainly caused by increases and ,
:
decreases in CT variability (Figure 8f;

::::::::::::
Supplementary

::::::
Figure

:::::
A5a)

:::::::
together

::::
with

::::::::
increases

::
in
:::::

mean
::::

CT :
(Supplementary Figure A5) . Again, the contribution from changes in AT variability

::::
A4a)

:::
can

:::::::
explain

:
a
:::::
large

::::
part

::
of

:::
the

:::::::
negative

:::::::::::
contribution

::::
from

::::::::
∆sσσ

2
H+ (Figure 8h) is important in the Arctic Ocean, while

temperature and salinity play a minor role
:
g
::::

and
::::::
golden

::::
line

::
in

::::::
Figure

::::
8h).

:::
In

:::
the

::::::::
northern

::::
high

::::::::
latitudes,

::::
also

:::::
mean

::::
and485

::::::::
variability

:::::::
changes

::
in

:::
AT:::

are
::::::::
important

:::
for

:::::::
∆sσσ

2
H+::::

(not
::::::
shown). The additional variability change from the third contribution

(
:::::::::
contribution

:::::
from

:
changes in the phasing of the drivers

::::::::::
correlations

:::::::
between

::::
the

::::::
drivers

::::::::
(∆ρ+σ

2
H+ ; Figure 8d) is overall

smaller, except
::
e)

::::
also

::::
tends

:::
to

::::::::
contribute

:::::::::
negatively

::
to [

:::
H+]

::::::::
variability

::::::::
changes,

::::::::
especially

:
in the North Atlantic.

At 200 mdepth, the picture looks similar as at the surface. Again, the projected increase in H+variability
:::::
∆σ2

H+:
(Figure 9a)490

caused by
:
is

::::
also

:
a
:::::
result

::
of

:::
the

:::::
large

:::::::
increase

:::
due

::
to

:
the mean changes in the drivers (

:::::::
∆sσ

2
H+ ;Figure 9b; Supplementary Fig-

ure A4) is damped by the decrease
:::
and

:::
the

:::::::
decrease

:::
due

::
to
:::
the

::::::::
interplay

:::::::
between

:::::
mean

:::::::
changes

:::
and

::::::::
decreases

:
in the variability

of the drivers (Figure 9c; Supplementary Figure A5). The
::::::::
(∆sσσ

2
H+ ;

::::::
Figure

::::
9d).

:::::::
Similar

::
to

:::
the

:::::::
surface,

:::
the changes in mean

and variability of CT (Figure 9e,f) are the most important drivers of changes . Increases in mean AT somewhat dampen the

overall increase in the low latitudes (Figure 9g
:::
f,g;

:::::
green

:::
and

::::::
golden

:::::
lines

::
in

::::::
Figure

:::
9h). Again, changes in temperature and495

salinity are negligible
::
of

:::::
minor

:::::::::
importance

::
in
:::::
most

::::
areas

::::
(not

::::::
shown). In contrast to the surface, however, the individual changes

in
:::::::::::
compensating

:::::::::::
contributions

:::
to [H+] variability due to the

:::::
change

:::::
from

:
mean and variability changes of

::
in the drivers, in

particular of
:::::
those

::
in CT, are much larger at 200 mdepth

:
.
:::
The

::::::
global

:::::::
average

:::::::
variance

::::::
change

::::
due

::
to

:::
the

:::::
mean

:::::::
changes

::
in

:::
the
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:::::
drivers

:::::::::::::
(∆sσ

2
H+ = 3.7

::::::::::
nmol2kg−2)

::
is

:::::
much

:::::
larger

::::
than

:::
the

::::::
overall

::::::::
simulated

::::::::
variance

::::::
change

:::::::::::
(∆σ2

H+ = 0.1
:::::::::::
nmol2kg−2). The

largest individual changes are projected for the southern edges of the subtropical gyres in the north and for the northern edges500

of the subtropical gyres in the south. The changes in the Arctic Ocean at 200 m depth are overall smaller than at the surface.

Changes in the phasing of the drivers are overall less important than changes in the variabilities and mean states.
::::::
There,

:::
the

::::::::::
preindustrial

::::::::::
background

:
[
:::
H+]

::::::::
variability

::
is

::::
also

:::
the

::::::
largest

::::::
(Figure

:::::
A3a).

:::
As

:
a
::::::

result,
:::
an

:::::::
increase

::
in

:::
the

::::::::::
sensitivities

::::
due

::
to

::
an

:::::::
increase

::
in

:::::
mean

:::
CT:::

has
:::
the

::::::
largest

:::::
effect

:::::
there.

::::
The

:::::::::::
contribution

::::
from

:::::::
changes

::
in

:::
the

::::::::::
correlations

::::::::
between

:::
the

::::::
drivers

::
is

:::::
overall

:::::
small

:::::::
(Figure

::
9e

:::
and

:::::
cyan

:::
line

::
in

::::::
Figure

::::
9h).505

:::::
Unlike

:::
for

:
[
:::
H+],

::::
both

:::::
mean

:::::::
changes

:::::::
(∆sσ

2
Ω;

:::
red

::::
lines

::
in

::::::
Figure

:::
10)

:::
and

:::::::::
variability

:::::::
changes

::
in

:::
the

::::::
drivers

:::::::
(∆σσ

2
Ω:

:::
blue

:::::
lines

::
in

:::::
Figure

::::
10)

::::
lead

::
to

:
a
::::::::
decrease

::
in

:::
ΩA:::::::::

variability
::::::
(∆σ2

Ω;
:::::
black

::::::
dashed

::::
lines

:::
in

:::::
Figure

::::
10).

:::
At

::::::
200 m,

:::::::::
variability

:::::::
changes

:::
are

::::
even

:::
the

::::::::
dominant

:::::
driver

:::
for

:::::::::
reductions

:::
in

:::
ΩA :::::::::

variability.
::::::::::::
Simultaneous

:::::::
changes

::
in

::::::
means

:::
and

::::::::::
variabilities

::::::::
(∆sσσ

2
Ω;

::::::
purple

::::
lines

::
in

::::::
Figure

:::
10)

::::::::
contribute

:::::::::
positively

:::
and

:::::::
dampen

:::
the

::::::::
reduction

::
in

:::
ΩA:::::::::

variability
::::
from

:::::
mean

::::
and

::::::::
variability

:::::::
changes

::::::
alone.510

:::::
Mean

:::
and

:::::::::
variability

::::::
changes

::
in
:::
CT:::

are
:::
the

::::
main

::::::
drivers

:::
for

:::::::
changes

::
in

:::
ΩA:::::::::

variability
::
as

::::::::
indicated

::
by

:::
the

::::
tight

:::::::
relation

:::::::
between

::
the

::::::
dashed

::::
and

::::
solid

::::
red,

::::
blue,

:::
and

::::::
purple

::::
lines

::
in

::::::
Figure

:::
10,

::
in

::::::::
particular

::
at

::::::
200 m.

:::
An

::::::::
exception

::
is

:::
the

:::::::
northern

::::
high

::::::::
latitudes,

:::::
where

:::
AT:::::::

changes
::::
also

::::
play

::
a

:::::::::
substantial

::::
role

::
at

:::
the

::::::
surface

::::
(not

:::::::
shown).

::::::::::
Correlation

:::::::
changes

::
in

:::
the

::::::
drivers

::::::::
(∆ρ+σ

2
Ω;

:::::
cyan

::::
lines

::
in

::::::
Figure

:::
10)

:::
are

::
of

::::::
similar

::::::
relative

::::::::::
importance

::
as

:::
for [

::
H+]

::
and

:::::
again

::::
have

:::
the

::::::
largest

::::::
imprint

:::
in

::
the

::::::::
northern

::::::::::
mid-to-high

:::::::
latitudes

::
at

:::
the

::::::
surface.

:
515

4 Discussion and conclusions

We provide a first quantification of the historical and future changes in short-term ocean acidity extreme events at global and

regional scale
::::::
extreme

:::::::::
variability

::::::
events

::
in

:::::
ocean

::::::
acidity

:
by analyzing daily

:::::
mean 3D output from a ensemble simulation of

a comprehensive Earth system model. In our analysis, we focus on changes in extreme events that arise only from changes in

daily to interannual variability. Secular CO2 emission-induced trends in the mean state were removed from the model output520

before the extreme events analysis
::::::::
analyzing

::::::::
extremes. We show that extreme

::::::::
variability

::::::
events

::
in [H+] events are projected to

become more frequent, longer lasting, more intense,
:
and spatially more extensive under increasing atmospheric CO2 concen-

tration, both at surface and also within the thermocline. These changes in [H+] extreme event characteristics are substantially

reduced under the RCP2.6 scenario compared to RCP8.5. The increase in [H+] variability and extreme
:::::::
extreme

:::::::::
variability

events is a consequence of its nonlinear dependence on the
::::::::
increased

::::::::
sensitivity

::
of
:
[
::
H+]

:
to

::::::::
variations

::
in
:::
its drivers. It is mainly525

driven by the projected increase in mean CT and additionally altered by changes in CT variability and AT mean and variabil-

ity . Extreme
::
as

::::
well

:::
as

:::::::
changes

::
in

:::
the

::::::::::
correlations

::::::::
between

:::
the

:::::::
drivers.

:::::::
Extreme

:::::::::
variability

:
events in ΩA are projected to

become less frequent in the future. This
::
It is because ΩA,

::::::
unlike

:
[
:::
H+],

:
becomes less sensitive to variations in the physical

and biogeochemical state of seawater under elevated atmospheric CO2 :::::
drivers

::::
with

:::
the

:::::
mean

:::::::
increase

::
in
::::
CT.

:::::::::::
Furthermore,

:::
the

:::::::
projected

:::::::::
reductions

:::
in

:::
the

::::::
drivers’

:::::::::::
variabilities,

::::::
mainly

::
in

::::
CT,

::::::::::
significantly

::::
add

::
to

:::
the

:::::::
reduced

:::::::::
occurrence

:::
of

:::
ΩA:::::::::

variability530
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Figure 9. Same as Figure 8 but at 200 m.
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Figure 10.
:::::::::::
Decomposition

:::
of

::
ΩA::::::::

variability
:::::::
changes

:::
into

:::::::
different

::::::
drivers.

:::
The

::::::::
simulated

::::
zonal

:::::
mean

:::::::::
contribution

::
to

::::::
variance

:::::::
changes

::
in

::
ΩA:::::

(black
::::::
dashed

::::
lines,

:::::
∆σ2

Ω)
::::
from

:::::::::
preindustrial

::
to

::::::::
2081-2100

::::::::
(RCP8.5)

:
at
:::

the
::::::
surface

::
(a)

:::
and

::
at

:::::
200 m

:::
(b).

:::::
Shown

::
is

:::
the

:::::::::
contribution

::::
from

:::::::
sensitivity

:::::::
changes

:::
(due

::
to
:::::

mean
::::::
changes

::
in
:::
the

::::::
drivers)

::::
(red

::::
lines,

::::::
∆sσ

2
Ω),

:::::::
standard

:::::::
deviation

::::::
changes

::
in
:::

the
::::::
drivers

::::
(blue

::::
lines,

:::::::
∆σσ

2
Ω),

::::::::::
simultaneous

::::::
changes

::
in

::::::::
sensitivities

:::
and

:::::::
standard

::::::::
deviations

:::::
(purple

::::
lines,

:::::::
∆sσσ

2
Ω),

:::
and

:::
all

:::::::::
contributions

::::
that

:::::
involve

::::::
changes

::
in

:::
the

::::::
drivers’

::::::::
correlations

:::::
(cyan

::::
lines,

::::::::
∆ρ+σ

2
Ω).

::::::::::
Furthermore,

::::::::::
contributions

::::
from

::::
mean

:::::::
changes,

:::::::
standard

:::::::
deviation

::::::
changes

:::
and

::::::::::
simultaneous

:::::
mean

:::
and

::::::
standard

:::::::
deviation

::::::
changes

::
in
:::
CT ::::

alone
:::
are

:::::
shown

::::::
(dashed

:::
red,

::::
blue,

:::
and

:::::
purple

::::
lines,

::::::::::
respectively).

::
In
::::::
contrast

::
to
::::::
Figures

:
8
:::
and

::
9
:::
and

:::
due

::
to

:::
their

::::
large

::::::::::
contribution,

:::
we

:::
also

::::
show

:::
the

::::
zonal

::::
mean

::::::::::
contribution

::::
from

:::::::
variability

:::::::
changes

:
in
:::

CT::::
alone

::::
here.

:::::::
extremes.

::
In

:::
this

:::::
study,

:::
we

::::::
analyze

:::::::
changes

::
in
:::::::
extreme

:::::::::
variability

:::::
events

::::
that

:::
are

::::::
defined

::::::
relative

::
to

::
a

::::::
shifting

::::::::
baseline.

::
If

::
the

:::::::::
long-term

:::::::
increase

::
in

:::::
ocean

:::::
acidity

::::
and

:::::::
decrease

::
in

:::
ΩA::

is
:::::
taken

:::
into

:::::::
account,

:::
i.e.

:::::::
defining

:::
the

:::::::
extremes

::::
with

:::::::
respect

::
to

:
a
::::
fixed

:::::::::::
preindustrial

:::::::
baseline

::::
(here

:::
the

:::::::::::
preindustrial

::::
99th

::::::::
percentile

:::
for

:
[
:::
H+]

:::
and

:::
the

:::::::::::
preindustrial

:::
1st

::::::::
percentile

:::
for

::::
ΩA),

:::
the

:::::::
changes

:::
in [

:::
H+]

:::
and535

:::
ΩA :::::::

extremes
:::
are

:::::
much

:::::
larger

:::::
(cyan

:::::
lines

::
in

::::::
Figure

:::
11).

::::::
Under

:::
the

:::::::
RCP8.5

:::::::
scenario,

:::::
every

::::
day

:::::::
becomes

:::
an

:::::::
extreme

::::
event

::::
day

::
in

::::
year

::::
2051

::
at

::::::
surface

::::
and

::
in

::::
year

::::
2067

::
at
::::::
200 m

:::::
depth

::::::
(Figure

:::::
11a).

:::
The

::::::
model

::::
also

:::::::
projects

:::::::::
year-round

:::::::
extreme

:::::::::
conditions

::
for

:::
ΩA::

at
:::
the

:::::::
surface

:::
and

::
at

:::::
200 m

:::
by

:::
the

:::
end

:::
of

:::
the

:::
21st

:::::::
century

:::::
under

:::::::
RCP8.5

::::::
(Figure

:::::
11b).

:::::::::
Comparing

:::
the

::::
two

::::::::::
frameworks

::
for

:::::::
surface [

:::
H+]

:::::::
extremes

:::::
under

::::::::::
present-day

:::::::::
conditions,

:::
the

::::::
annual

::::::
number

:::
of

::::::
extreme

:::::
event

::::
days

::
as
:::::::
defined

::
in

:::
this

:::::
study

::::
(i.e.

::::
with

::::::
shifting

::::::::
baseline;

::::
black

::::
line

::
in

:::::
Figure

:::
11)

::
is
:::
on

:::::
global

:::::::
average

::::
only

:::
3.8

::
%

::
of

:::
that

::::
also

::::::::
including

:::
the

::::
mean

:::::::
changes

::::
(i.e.

::::
with540

::::
fixed

:::::::::::
preindustrial

:::::::
baseline;

:::::
cyan

:::
line

::
in

::::::
Figure

::::
11).

::::
This

:::::::
fraction

:::::
differs

:::::::::
regionally

:::
and

:::::::
reaches

:::::
more

::::
than

::
10

::
%

:::
in

:::
the

:::::
North

::::::
Pacific,

:::
the

:::::
North

:::::::
Atlantic,

::::
and

:::
the

:::::
Arctic

::::::
Ocean.

:::::::::::
Interestingly,

:::
the

::::::
GFDL

:::::::
ESM2M

:::::::
projects

:::
that

::::::
surface

:::::
mean

:
[
:::
H+]

:::::::::
overshoots

::
the

:::::::::::
preindustrial

::::
99th

:::::::::
percentile

::
in

::::
year

:::::
1975

:::
on

:::::
global

::::::::
average.

:::::::::
Thereafter,

::::::
higher

:::::::::
variability

:::::::
actually

:::::::
reduces

:::
the

:::::::
number

::
of

:::::::
extreme

::::
event

:::::
days

:::
that

:::
are

:::::
above

:::
the

:::::::::::
preindustrial

:::::::::
percentile.

:::::::
Surface

:::::
mean

:::
ΩA ::::

falls
:::::
below

:::
the

:::::::::::
preindustrial

::
1st

:::::::::
percentile

::
in

:::
year

:::::
1990.

:::::
After

::::
that,

:::::
lower

::::::::
variability

::::::
further

::::::::
increases

:::
the

::::::
number

::
of

:::::::
extreme

:::::
event

::::
days

:::::
below

:::
the

:::::::::::
preindustrial

::::::::
percentile.

:
545

In this study, we
:::
We use the 99th percentile of the distribution from a preindustrial simulation for the definition of an extreme

[H+]
::::::::
variability event, but the results may depend on the choice of this threshold. We tested the sensitivity of our results by
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Figure 11.
:::::::
Simulated

:::::::
globally

:::::::
averaged

::::::
number

:
of
:::::::
extreme

::::
event

::::
days

::
per

::::
year

::::::
defined

:::
with

:
a
::::::
shifting

:::::::
baseline

::::
(black

:::::
lines)

:::
and

::::
with

:
a
::::
fixed

:::::::::
preindustrial

:::::::
baseline

::::
(cyan

:::::
lines)

::
for

:
[
:::
H+]

::::
using

:::
the

:::
99th

::::::::
percentile

::
(a)

:::
and

:::
for

:::
ΩA::::

using
:::

the
::
1st

::::::::
percentile

:::
(b)

:::
over

:::
the

:::::::::
1861-2100

:::::
period

:::::::
following

:::
the

::::::
RCP8.5

:::::::
scenario.

::::
Solid

::::
lines

::::
show

:::::
results

::
at

::
the

::::::
surface

:::
and

::::::
dashed

:::
lines

::
at
:::::
200 m.
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Figure 12. Globally averaged number of extreme
:::::::
variability event days for [H+] over the historical (black lines), RCP2.6 (blue), and RCP8.5

(red) simulations for the preindustrial 99th (solid lines) and 99.99th percentile (dotted lines) at (a) the surface and (b) 200m depth
:::::
200 m.

using also the 99.99th percentile threshold. The relative increase in the numbers of extreme [H+] days per year is larger for

these very rare
::::::::
variability

:
extremes (Figure 12). For example, nearly every second day with [H+] exceeding the 99th percentile550

(red solid lines in Figure 12) is also a day with [H+] exceeding the 99.99th percentile (red dotted lines in Figure 12) by the end

of the 21st century under RCP8.5, both at surface and at depth. In other words, an event that occurs every 27 years at preindus-

trial becomes almost as frequent in the future as an event that occurs every hundred days at preindustrial. As a result of this

large relative increase in rare
:::::::::
variability extremes, the model projects as many days with [H+] exceeding the 99.99th percentile

by the end of the century under RCP8.5 (red dotted lines in Figure 12) as it projects days exceeding the 99th percentile under555

RCP2.6 (blue solid lines in Figure 12).
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Figure 13. The temporal difference in years between the first occurrence of aragonite undersaturation in the historical and RCP8.5 ensemble

and a hypothetical simulation with
:::::
where

::::::::
variability

:::
does

:::
not

::::::
change

:::
over

:::
the

::::::::
1861-2100

::::::
period,

:::
but

:::
only

:
the mean changesobserved in the

historical and RCP8.5 ensemble but with preindustrial variability. Positive values (yellow and red) indicate a delayed onset of undersaturation

resulting from declines in ΩA variability.

The projected increase in [H+] variability and decrease in ΩA variability also alters the occurrence of extreme events based

on absolute thresholds. An often used threshold is ΩA = 1 below which seawater is corrosive with respect to the calcium car-

bonate mineral aragonite (Bednaršek et al., 2012). We assess the influence of the general decline in ΩA variability at the point560

in time where a grid cell falls below ΩA = 1 for the first time. To do so, we compare these points in time
::::
times

:
within the

historical and RCP8.5 ensemble to the ones for the hypothetical case where ΩA variability stays at the preindustrial level but

mean ΩA undergoes the ensemble mean evolution. We find that the decline in ΩA variability, which is observed in the historical

and RCP8.5 ensemble, leads to an average delay of the first occurrence of undersaturation by about 11 years at the surface

and about 16 years at 200 mdepth. At surface, these delays of undersaturation occur throughout the high latitudes (Figure 13a).565

At depth, the delays are most pronounced in the tropics (Figure 13b), but delays also occur in the high latitudes. Absolute

thresholds for H+are generally not well established. Tests with arbitrarily set absolute thresholds suggest that these thresholds

are generally exceeded a few years earlier because of increasing variability , but the temporal difference is less pronounced

than that for ΩA.
::::::::
Assuming

:::::::::
unchanged

::::::::::
seasonality,

:::::::::::::::::::::::
McNeil and Matear (2008)

::::
found

::::
that

::::::::
seasonal

::::::::
aragonite

:::::::::::::
undersaturation

::
of

::::::
surface

::::::
waters

::
in

:::
the

::::::::
Southern

::::::
Ocean

::::
may

:::::
occur

:::
30

:::::
years

::::::
earlier

::::
than

::::::
annual

:::::
mean

::::::::
aragonite

:::::::::::::
undersaturation.

:::::::::
However,570

:::
our

:::::::::
simulation

:::::
shows

::::
that

:::
the

::::::::
reduction

::
in
::::
ΩA ::::::::

variability
::::::

delays
:::
the

:::::
onset

::
of

:::::::::::::
undersaturation

:::
by

:::::
about

:::
10

::
to

:::
15

::::
years

:::
in

:::
the

:::::::
Southern

::::::
Ocean

::::::
relative

::
to

::
a

::::::::::
hypothetical

:::::::::
simulation

:::::
where

:::::::::
variability

::::
does

:::
not

:::::::
change.

:::::::::
Therefore,

:::::::
changes

::
in

::::::::
variability

:::::
need

::
to

::
be

:::::
taken

::::
into

:::::::
account

:::::
when

:::::::::
projecting

:::
the

:::::
onset

::
of

::::::::
seasonal

::::::::::::::
undersaturation,

::::::::
especially

:::
in

:::
the

::::
high

::::::::
latitudes

:::
and

:::
in

:::
the

::::::::::
thermocline

::
of

:::
the

::::::
tropics.

575

Previous studies have shown that the seasonal cycle of surface ocean pCO2 and surface H+will be strongly amplified under

increasing atmospheric CO2 (Gallego et al., 2018; Landschützer et al., 2018; McNeil and Sasse, 2016; Kwiatkowski and Orr, 2018)

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Gallego et al., 2018; Landschützer et al., 2018; McNeil and Sasse, 2016)

:::
and

::::
that

:
a
::::::
similar

:::::::::::
amplification

:
is
::::::::
expected

:::
for

::::::
surface

[
::
H+]

:::::::::::::::::::::::
(Kwiatkowski and Orr, 2018). Here we show that the changes in the seasonal cycle of [H+] translate into large increases

in short-term extreme acidity events, at surface as well as at 200 mdepth. In addition to earlier studies, we also show that580
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changes in residual daily
::::::::
subannual

:
variability contribute to changes in extreme [H+]

::::::::
variability

:
events under increasing at-

mospheric CO2 :::
and

::::
that

:::
the

::::::
average

:::::::
duration

:::
of

:::::::
extreme

::::::::
variability

::::::
events

::
at

:::
the

::::::
surface

::::
and

::
at

::::::::::
present-day

:
is
:::::

about
:::

15
::::
days.

It is therefore critical to use daily temporal output to assess extreme events in ocean biogeochemistry
:::::
acidity. Currently, ocean

biogeochemical
::::::::
carbonate

::::::
system variables from models that participate in the sixth phase of the Coupled Model Intercompar-

ison Project Phase 6 are routinely stored with a monthly resolution
::::::::
frequency on the Earth system grid (Jones et al., 2016). We585

therefore recommend to save out and use higher than monthly resolution to analyze variability in the surface and sub-surface

::::
store

:::
and

:::
use

:::::::::::::
high-frequency

::::::
output

::
to

::::
study

:::::::
extreme

::::::
events

::
in

:::
the ocean carbonate systems, in particular for studying extreme

events.

Even though we consider our results as robust, a number of potential caveats remain. First, the horizontal resolution of the590

ocean model in
:::::
GFDL

:
ESM2M is rather coarse and cannot represent critical scales of small-scale circulation structures (e.g.

Turi et al. (2018)). In addition, the biogeochemical processes included in
:::::
GFDL ESM2M are designed for the open ocean, but

do not capture the highly variable coastal processes (Hofmann et al., 2011). High resolution ocean models with improved pro-

cess representations are therefore needed to explore extreme events in ocean carbonate chemistry, especially in coastal regions.

However, observation-based
:::::::::::::::
Observation-based

:
carbonate system data on daily time scale would also be necessary to thor-595

oughly evaluate the models’ capability to represent daily variations in carbonate chemistry. Secondly, our results,
:::
in

::::::::
particular

at the local scale,
:

might depend on the model formulation. The GFDL ESM2M is largely able to project [H+] variability

changes (Figure 3) arising from the nonlinear dependence on the drivers’ mean states as the ocean carbonate chemistry is known

and the mean changes in the drivers match observational records relatively well over the historical period (Bopp et al., 2013)

. However
:::
As

:::
the

:::::
mean

::::::::
increases

::
in
:::

CT:::::::
mainly

:::::
drive

:::
the

::::::::
increases

::
in

:::::::
extreme

:::::
[H+]

:::::::::
variability

::::::
events

::::
(see

::::::
Figure

::::
8f),

:::
we600

:::::
expect

::::
that

::::::
models

:::::
with

:::::
larger

:::::::
oceanic

::::::
uptake

:::
of

::::::::::::
anthropogenic

::::::
carbon

:::::
show

:::::
larger

::::::::
changes

::
in

:::::::
extreme

:::::::::
variability

::::::
events

:::
than

:::::::
models

::::
with

:::::
lower

::::::::::::
anthropogenic

::::::
carbon

::::::
uptake.

::::
The

::::::
GFDL

:::::::
ESM2M

:::::::
matches

:::::::::::::::
observation-based

::::::::
estimates

:::
of

::::::::
historical

:::::
global

::::::::::::
anthropogenic

:::::
CO2 ::::::

uptake
::::::::
relatively

:::::
well,

:::
but

::::
still

::::
has

:::::::::
difficulties

::
in

:::::::::::
representing

:::
the

::::::::
regional

:::::::
patterns

::
in

:::::::
storage

::::::::::::::::::
(Frölicher et al., 2015)

:
.
:::::::::
Therefore,

:::
the

:::::
exact

:::::::
regional

:::::::
patterns

:::
of

:::
CT :::::::

changes
::::
may

:::::
differ

:::::
from

::::::
model

::
to

::::::
model

::::
and

::::::
further

::::::
studies

:::::::
focusing

:::
on

:::
the

::::::::
physical

::::::::
processes

::::
that

::::
lead

::
to

:::
the

::::::::
regional

:::
CT :::::::

changes
::::
may

::::
help

:::
to

:::::
better

::::::::
constrain

:::
the

::::::::
regional605

::::::
patterns

::
in
:::::::
changes

:::
of

::::::
acidity

::::::::
extremes.

::
In

:::::::
addition, it is currently rather uncertain how [H+]

:::
and

:::
ΩA:variability changes as a

result of changes in the drivers’ variabilities.
:::
We

::::
have

:::::::::::
demonstrated

::::
that

:::
this

:::::
factor

::
is
::::::::::
particularly

::::::::
important

::
at
:::::
depth

:::
for

:
[
:::
H+]

:::
and

:::
for

:::
ΩA.

:
It is well known that current Earth system models have imperfect or uncertain representations of ocean variability

over a range of timescales (Frölicher et al., 2016; Resplandy et al., 2015; Keller et al., 2014). A possible way forward would be

to assess changes in ocean acidity extreme events within a multi-model ensemble, which would likely provide upper and lower610

bounds of future changes in these events. Finally, it is assumed that physical and biogeochemical changes in the ocean will also

increase diurnal variability. In particular in coastal areas, such diurnal variations can have amplitudes that are much larger than

the projected changes over the 21st century (Hofmann et al., 2011). However, GFDL ESM2M does not fully resolve the diurnal

variability. In the ocean biogeochemistry model (TOPAZv2) that is embedded in GFDL ESM2M, for example, phytoplankton

growth is not able to consume internal nutrient stores in the absence of light during night and diel vertical migration is also not615

28



simulated. Future studies with Earth system models that resolve diurnal chemistry extremes
::::::::
processes

:
are needed to quantify

::::::
changes

::
in
:::::::
diurnal

::::::::
variability

::::
and the impacts of changes in the diurnal cycles

::::
these

:::::::
changes on extreme acidity events.

Our analysis also has
:::::
results

::::
also

::::
have

:
important consequences for

:::
our

::::::::::::
understanding

::
of the impact of ocean acidification on

marine ecosystems. It
:::
The

::::::::
projected

::::::::
increase

::
in

:::
the

::::::::
frequency

::::
and

:::
the

:::::::
duration

::
of

::::::
ocean

::::::
acidity

::::::::
variability

::::::::
extremes

:
implies620

that marine organisms will have less time to recover from very high [H+] events in the future, as the frequency and the duration

of the ocean acidity extremes are projected to increase substantially over the 21st century. While coastal species may be adapted

to large variability in ocean acidity, the
:
.
:::
The

:
large projected increase in [H+] extreme

::::::::
variability events in the open ocean may

push organisms and ecosystems that are commonly accustomed to a more steady environment to the limits of their resilience.

The risks for substantial ecosystem impacts are aggravated by the fact that the frequency and intensity of marine heatwaves is625

::
are

:
also projected to substantially increase (Frölicher et al., 2018), which also negatively impact marine ecosystems (Wernberg

et al., 2016; Smale et al., 2019). The interactions of intensified multiple stressors has the potential to influence marine ecosys-

tems and the ocean’s biogeochemical cycles in an unprecedented manner (Gruber, 2011). However, further research is needed to

understand the combined impacts of short term
::::::::
short-term ocean acidity extremes and marine heatwaves on marine ecosystems.

630

In conclusion, our analysis reveals
:::::
shows

:
that marine organisms and ecosystems are projected to be exposed to less stable

[H+] conditions in the future with more frequent occurrences of
::::::::::::::
variability-driven

:::::::::
short-term

:
extreme [H+] conditions. Such

extremes events are projected to last longer, to be more intense and to cover larger volumes of seawater and therefore potentially

add to the stress on organisms and ecosystems from mean ocean acidification
::
the

:::::::::
long-term

:::::::
increase

::
in

:::::
ocean

::::::
acidity.

Appendix A: Identifying and removing the secular trend in the model data635

In this study, we analyze the changes in short-term extreme
:::::::
extreme

::::::::
variability

:
events in [H+] and ΩA that arise from day-to-

day to interannual variability changes in these variables. We therefore need to remove the secular trends from the data prior

to analysis. We estimate the secular trends
::::
trend

::
in

::
a
:::::::::
simulation

:
from the five-member ensemble means

::::
mean, assuming that

sub-annual
::::::::
subannual and interannual to decadal variations in the individual ensemble members are phased randomly and

do not imprint on the ensemble means
:::::
mean because they average out. A larger ensemble size would be necessary for this640

assumption to perfectly hold. However, this potential source of error does not qualitatively alter our results.

Unlike sub-annual and interannual variability, the seasonal cycle is a deterministic component within a climate time series. Its

phase is not independent between ensemble members and it doesn’t average out when calculating ensemble means. We remove

the seasonal cycles
::::
cycle,

::::
here

:::::::
defined

::
as

:::
the

:::::::
365-day

::::
long

::::
mean

::::::::
evolution

::::
over

:::
the

::::::
course

::
of

::
a

::::
year, from the ensemble means

by smoothing the ensemble means with a 365-day running mean filter, i.e. by calculating the convolution of the time series645

with a rectangular window of length 365 and height 1/365. This filter also removes variability on sub-annual
::::::::
subannual

:
and

interannual timescales and thereby also reduces the error we make due to the small ensemble size that is discussed above. We

29



then subtract the running-mean-filtered ensemble means from the five ensemble members to remove the secular trends in the

individual ensemble members.

Appendix B: Identifying interannual and residual daily
:::::::::
subannual variability650

The spectral density describes how the variance in a time series is distributed over different frequencies νj . It is proportional to

the absolute value squared of the discrete Fourier transformation (DFT) of the time series. Defining the spectral density only

for positive frequencies, it is given by

f(νj) = 2
∆t2

T

∣∣∣∣∣
N∑
k=1

xk · exp(−i2πνj ·∆tk)

∣∣∣∣∣
2

,

withN the number of time steps, xk the values of the time series at each time step, ∆t the time interval between two time steps,655

T =N ·∆t, and the frequencies νj = j/T . The autocovariance is the inverse Fourier transform of the spectral density (Wiener-

Khintchine theorem, Chatfield (1996))1. As a consequence, the variance within the time series, given by the autocovariance

at lag zero, is obtained by integrating the spectral density over all positive frequencies, σ2 =
∫∞

0
f(ν)dν. For a discrete time

series, where the maximal resolved frequency is given by νmax = 1/2∆t, the identity reads

σ2 =

N/2∑
j=0

f(νj)
1

N∆t
.660

Based on this equation, one can separate the contributions to variance from low-frequency and high-frequency variations. In

this study, we determine interannual variability and the residual (sub-annual) daily
::::::::
subannual variability. Interannual variability

is calculated by summing over the contributions to variance from all frequencies up to a cycle of once per year, i.e. by evaluating

the sum up to icut for which νcut = 1/365day−1. Accordingly, residual daily
::::::::
subannual variability is obtained by evaluating the

sum from icut + 1 to N/2. Prior to this separation, the seasonal variability is removed from the data by subtracting the 365-day665

climatology. We use the periodogram function from scipy.signal to estimate the spectral density.

Appendix C: Decomposition of [H+] standard deviation
:::::::
variance change

1In the continuous case, the theorem states

γ(τ) =

∞∫
−∞

f̃(ν)exp(i2πντ)dν,

with the autocovariance function γ(τ) and the spectral density f̃ defined for positive and negative frequencies. Since the two-sided spectral density, f̃ , is a

real and even function, one can also use

γ(τ) =

∞∫
0

f(ν)cos(2πντ)dν

with the one-sided spectral density f = 2 · f̃ that is used in this text.
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According to
::::::::
Following

:
Equation 2 in the main text, the variance in [H+]

::
(or

::::
ΩA) can be approximated as a function of the

four means
::::::::::
sensitivities

s=

(
∂H+

∂AT
,
∂H+

∂CT
,
∂H+

∂S
,
∂H+

∂T

)ᵀ

:::::::::::::::::::::::::::

(C1)670

:::
that

::
in

::::
turn

::::::
depend

:::
on

:::
the

:::::
mean

::::::
values of the driversµ1,..4 (we assume that changes in total phosphate and total silicate are

negligible), the four standard deviations of the drivers σ1,..4,

σ = (σAT ,σCT ,σS,σT)
ᵀ
,

:::::::::::::::::::
(C2)

and the six pairwise correlation coefficientsρi 6=j=1,..4. The total change in H+standard deviation (or variance) between two

periods can thus be obtained by calculating675

σH(µ1
i ,σ

1
i ,ρ

1
ij)−σH(µ0

i ,σ
0
i ,ρ

0
ij),

where the superscript 0 indicates the first period, here preindustrial , and the superscript 1 indicates the second period, here

2081-2100 under RCP8.5. Based on this relation, we then assess how changes in the drivers’ means, standard deviations

and correlation coefficients contribute to the change in H+standard deviation . Firstly, we investigate how much H+standard

deviation change can be explained by solely adjusting the drivers’ mean values to the values simulated for 2081-2100 under680

RCP8.5,

σH(µ1
i ,σ

0
i ,ρ

0
ij)−σH(µ0

i ,σ
0
i ,ρ

0
ij).

Changes in the mean values contribute largest to H+variability changes. Secondly, we investigate how much standard deviation

change can be additionally explained when also taking into account changes in the drivers’ standard deviations,

σH(µ1
i ,σ

1
i ,ρ

0
ij)−σH(µ1

i ,σ
0
i ,ρ

0
ij).685

Overall, standard deviation changes have the second largest imprint on H+variability changes. Thirdly, the remaining contribution

from changes in the pairwise correlation coefficient is calculated as

σH(µ1
i ,σ

1
i ,ρ

1
ij)−σH(µ1

i ,σ
1
i ,ρ

0
ij).

In analogy to the first two steps, the contributions from mean and standard deviation changes in CT and AT alone are also

assessed. ,
::
in

::::::
matrix

:::::::
notation

:::::
given

::
by

:
690

ρ=


1 ρAC ρAS ρAT

ρAC 1 ρCS ρCT

ρAS ρCS 1 ρST

ρAT ρCT ρST 1

 .
::::::::::::::::::::::::::::::

(C3)
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:::::
Based

::
on

::::
this

:::::::
notation,

:::
we

:::
can

:::::::
rewrite

:::::::
Equation

::
2

::
of

:::
the

::::
main

::::
text

::
as

:

σ2
H+ =

4∑
i=1

4∑
j=1

sisjσiσjρij .

::::::::::::::::::::::

(C4)

:::
We

:::
use

:::::::
Equation

:::
C4

::
to

::::::::::
decompose

:::
the

::::::::
variability

:::::::
change

:::::::
between

:::
the

::::::::::
preindustrial

::::
and

:::::::::
2081-2100

:::
into

:::
the

:::::::::::
contributions

:::::
from

::::::
changes

:::
in

::
s,

::
σ,

:::
and

:::
ρ.

:::::
Since

:
it
::
is

:
a
::::::::::
polynomial

::
of

::::
fifth

:::::
order,

:::
its

:::::
Taylor

:::::
series

::::
has

:::
five

::::::
orders,

:::
too2.

:::
In

:::
the

::::::::
following,

:::
all

:::::
terms695

::
of

:::
the

:::::
Taylor

:::::
series

:::
are

::::::
given.

:::
We

::::::
denote

:::
the

::::
sum

::
of

::::
first

::::
order

:::::
terms

::::
that

::::::
contain

:::::::
changes

:::
in

:::
the

:::
four

::::::::::
sensitivities

:::::::
∆s1,...4:::

by

::::::::
∆

(1)
s σ2

H+ ,
:::
the

::::
sum

::
of

::::::
second

:::::
order

:::::
terms

:::
that

:::::::
contain

:::::::
changes

::
in

:::
the

::::::::::
sensitivities

:::
and

:::::::
standard

:::::::::
deviations

:::
by

::::::::
∆

(2)
sσ σ2

H+ ,
:::
and

:::
so

:::
on.

:::
The

::::
first

::::
order

::
is
:::::
given

:::
by

::::::::::::::::::::::::::::::::::::
∆(1)σ2

H+ = ∆
(1)
s σ2

H+ + ∆
(1)
σ σ2

H+ + ∆
(1)
ρ σ2

H+ ::::
with

∆(1)
s σ2

H+ = 2

4∑
k=1

4∑
j=1

sjσkσjρkj∆sk

:::::::::::::::::::::::::::::

700

∆(1)
σ σ2

H+ = 2

4∑
k=1

4∑
j=1

sksjσjρkj∆σk

:::::::::::::::::::::::::::::

∆(1)
ρ σ2

H+ =

4∑
k=1

4∑
l=1

skslσkσl∆ρkl.

:::::::::::::::::::::::::::

(C5)

:::
The

::::::
second

:::::
order

:::::::
contains

:

∆(2)
ss σ

2
H+ =

4∑
k=1

4∑
l=1

σkσlρkl∆sk∆sl

:::::::::::::::::::::::::::::

∆(2)
σσσ

2
H+ =

4∑
k=1

4∑
l=1

skslρkl∆σk∆σl

:::::::::::::::::::::::::::::

705

∆(2)
sσ σ

2
H+ = 2

4∑
k=1

4∑
l=1

(slσlρkl∆sk∆σk + slσkρkl∆sk∆σl)

:::::::::::::::::::::::::::::::::::::::::::::::

∆(2)
sρ σ

2
H+ = 2

4∑
k=1

4∑
l=1

slσkσl∆sk∆ρkl

::::::::::::::::::::::::::::::

∆(2)
σρσ

2
H+ = 2

4∑
k=1

4∑
l=1

skslσl∆σk∆ρkl.

::::::::::::::::::::::::::::::

(C6)

2
::
We

:::
use

::
the

:::::
drivers’

::::::
standard

:::::::
deviations

:::::
instead

::
of

:::
their

:::::::
variances

::
for

:::
the

::::::::::
decomposition.

:::
With

:::
the

::::
latter,

::
the

:::::
Taylor

:::::::
expansion

::::
would

::::
have

:::::
infinite

::::
terms

::
and

::::
could

:::
not

:
be
:::::::::

decomposed
:::::
exactly

:
as
::

it
:
is
::::
done

:
in
:::
the

::::::
following.

:::::::
However,

:
it
::::
would

::::::::::
asymptotically

:::
lead

::
to

::
the

::::
same

::::::::::
decomposition

:
of
:
[
:::
H+]

::::::
variance

:::::
change

::
into

:::::::
∆sσ2

H+ ,
::::::
∆σσ2

H+ ,
:::::::
∆sσσ2

H+ ,
:::
and

::::::
∆ρ+σ2

H+:::
that

::
is

::::::
presented

:::::
below.
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:::
The

::::
third

:::::
order

:::::
terms

::::
read

∆(3)
ssσσ

2
H+ = 2

4∑
k=1

4∑
l=1

σlρkl∆sk∆sl∆σk

::::::::::::::::::::::::::::::::
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∆(3)
sσσσ

2
H+ = 2

4∑
k=1

4∑
l=1

slρkl∆sk∆σk∆σl

::::::::::::::::::::::::::::::::

∆(3)
ssρσ

2
H+ =

4∑
k=1

4∑
l=1

σkσl∆sk∆sl∆ρkl

:::::::::::::::::::::::::::::::

∆(3)
σσρσ

2
H+ =

4∑
k=1

4∑
l=1

sksl∆σk∆σl∆ρkl

:::::::::::::::::::::::::::::::

∆(3)
sσρσ

2
H+ = 2

4∑
k=1

4∑
l=1

(slσk∆sk∆σl∆ρkl + slσl∆sk∆σk∆ρkl) .

:::::::::::::::::::::::::::::::::::::::::::::::::::

(C7)

:::
The

:::::
fourth

:::::
order

:::::
reads715

∆(4)
ssσσσ

2
H+ =

4∑
k=1

4∑
l=1

ρkl∆sk∆sl∆σk∆σl

:::::::::::::::::::::::::::::::::

∆(4)
ssσρσ

2
H+ = 2

4∑
k=1

4∑
l=1

σl∆sk∆sl∆σk∆ρkl

::::::::::::::::::::::::::::::::::

∆(4)
sσσρσ

2
H+ = 2

4∑
k=1

4∑
l=1

sl∆sk∆σk∆σl∆ρkl

:::::::::::::::::::::::::::::::::::

(C8)

:::
and

:::
the

::::
fifth

::::
order

::
is
:::::
given

:::
by

∆(5)
ssσσρσ

2
H+ =

4∑
k=1

4∑
l=1

∆sk∆sl∆σk∆σl∆ρkl.

::::::::::::::::::::::::::::::::::::

(C9)720

:::
We

::::::
identify

:::
the

::::::::
variance

::::::
change

::::
from

:::::::
changes

::
in

:::
the

::::::::::
sensitivities

::
as

:

∆sσ
2
H+ = ∆(1)

s σ2
H+ + ∆(2)

ss σ
2
H+ ,

:::::::::::::::::::::::::
(C10)

::
the

:::::::
change

::::
from

:::::::
standard

::::::::
deviation

:::::::
changes

::
as

:

∆σσ
2
H+ = ∆(1)

σ σ2
H+ + ∆(2)

σσσ
2
H+ ,

:::::::::::::::::::::::::
(C11)

::
the

:::::::
change

::::
from

:::::::::::
simultaneous

:::::::
changes

::
in

::::::::::
sensitivities

:::
and

::::::::
standard

::::::::
deviations

::
as

:
725

∆sσσ
2
H+ = ∆(2)

sσ σ
2
H+ + ∆(3)

ssσσ
2
H+ + ∆(3)

sσσσ
2
H+ + ∆(4)

ssσσσ
2
H+ ,

:::::::::::::::::::::::::::::::::::::::::::::::
(C12)
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:::
and

:::
that

:::::
from

:::::::::
correlation

:::::::
changes

:::
and

::::::
mixed

:::::::::::
contributions

:::
that

:::::::
include

:::::::::
correlation

:::::::
changes

::
as

∆ρ+σ
2
H+ = ∆(1)

ρ σ2
H+ + ∆(2)

sρ σ
2
H+ + ∆(2)

σρσ
2
H+ + ∆(3)

ssρσ
2
H+ + ∆(3)

σσρσ
2
H+ + ∆(3)

sσρσ
2
H+ + ∆(4)

ssσρσ
2
H+ + ∆(4)

sσσρσ
2
H+ + ∆(5)

ssσσρσ
2
H+ .

:::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

(C13)

::::::
Finally,

:::
we

:::::::
calculate

:::::::::
∆sσ

2
H+

∣∣
CT

,
:::::::::
∆σσ

2
H+

∣∣
CT

,
::::
and

::::::::::
∆sσσ

2
H+

∣∣
CT

,
:::
the

::::::::
analogues

:::
for

::::::::
Equations

::::::::
C10-C12

::::
that

::::
only

:::
take

::::
into

:::::::
account

::::::
changes

:::
in

:::
CT.

::::
This

::
is

:::::
done

::
by

::::::::::
calculating

::::::
∆s1,...4:::::

only
:::::
based

::
on

:::::
mean

:::::::
changes

::
in
:::
CT::::

and
::
by

::::::
setting

:::
the

::::::::
standard

::::::::
deviation730

::::::
changes

:::
for

::::
AT,

::
S,

:::
and

::
T

::
to

::::
zero.

:

Appendix D:
::::::::::
Comparison

:::
of

::::::::
simulated

::::::::::::::
ensemble-mean

::::::
trends

::
in

::::::::
seasonal

:::::::::
amplitude

::
to

::::::::::::::::
observation-based

::::::
trends

:::
We

:::::::
construct

:::::::::
confidence

::::::::
intervals

::
for

:::
the

:::::::::::::::
observation-based

:::::
slope

:::::::
estimates

:::::::::
following

::::::::::::::::::
Hartmann et al. (2013)

:
.
:::
For

:::
the

::::::::::
simulations,

::
we

:::
use

:::
the

:::::::::
arithmetic

:::::::
average

::
of

:::
the

:::
five

::::::::::::::::
ensemble-member

::::
slope

::::::::
estimates

::
as

:::
the

:::::::::
estimator,

ˆ̄b=
1

5

5∑
k=1

b̂k

:::::::::

(D1)735

::::
with

::::::::
estimated

:::::::
variance

σ̂2
b̄ =

1

52

5∑
k=1

σ̂2
bk
.

:::::::::::::

(D2)

:::
We

::::
then

:::::::
construct

:::
the

:::::::::
confidence

:::::::
interval

:::
for

:

ˆ̄b
::
as

:

(ˆ̄b− q · σ̂b̄, ˆ̄b+ q · σ̂b̄),
:::::::::::::::::

(D3)

::::
with

:
q
:::
the

:::::::::::::::
(1 + p)/2-quantile

::::
(we

:::
use

:::::::
p= 0.9)

::
of

:::
the

:::::::::::
t-distribution

::::
with

:::::::::
5 · (N − 2)

:::::::
degrees

::
of

::::::::
freedom.

:::
We

::::::
correct

:::
the

::::::
sample740

:::
size

::
N

::::
(34,

:::
the

:::::::
number

::
of

::::
years

:::
we

:::
use

:::
for

:::
the

::::
fits)

::
to

:
a
:::::::
reduced

::::::
sample

::::
size

:::
Nr :::::

when
::
we

::::
find

:::::::
positive

::::::
lag-one

:::::::::::::
autocorrelation

::
in

:::
the

::::::::
residuals

::
of

:::
the

:::
fits

:::::
(data

:
-
::::::

linear
:::::::::
regression

::::::
model).

::::::::
Lag-one

:::::::::::::
autocorrelation

::
is

::::::::
estimated

::
as
::::

the
:::::::
average

::
of

:::
the

::::
five

:::::::::::::::
ensemble-member

::::::
lag-one

:::::::::::::
autocorrelation

::::::::
estimates

ˆ̄ρ=
1

5

5∑
k=1

ρ̂k.

::::::::::

(D4)

:::
and

:::
we

::::::
obtain

::::::::::::::::::::::
Nr =N · (ˆ̄ρ− 1)/(ˆ̄ρ+ 1).

:::::::
Positive

:̂̄
ρ
::

is
:::::

only
:::::
found

::
in
::::

the
:::::::
northern

::::
high

:::::::::
latitudes.

::::
This

::
is

::
in

:::::::
contrast

:::
to

:::
the745

:::::::::::::::
observation-based

::::
case,

::::::
where

:::
we

:::
find

:::::
large

:::::::
positive

::̂
ρo::::

(up
::
to

::::
0.7)

::
in

:::
the

::::::::
residuals

::
of

::
all

:::::::
latitude

:::::
bands

:::::::
besides

:::
the

:::::::
tropical

::::::
region.

:::
For

::::::
testing

::
the

::::::::::
significance

::
of

::
a
::::::::
difference

:::::::
between

:::
the

:::::::::
simulation

:::::
slope

:::::::
estimate

:

ˆ̄b
:::
and

:::
the

:::::::::::::::
observation-based

:::::::
estimate

:::
b̂o,:::

we

:::
use

:::::::
Welch’s

:::
test

:::
that

:::::::
assumes

::::::::
different

::::::::
variances

::
for

:::
the

::::
two

::::::::
estimates

::::::::::::::::::::::::::::
(Andrade and Estévez-Pérez, 2014)

:
.
::::
The

:::::::
variance

::
of

:::
the750
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::::::::
simulation

:::::
slope

:::::::
estimate

::
is
:::::::::
calculated

::
by

::::::::
dividing

:::
the

:::::::::::::::
ensemble-averaged

:::::
slope

:::::::
variance

:::
by

:::
the

::::::::
ensemble

::::
size

::::::::
(Equation

::::
D2)

:::
and

::
is

:::::
hence

::::::
smaller

::::
than

:::
the

:::::::::::::::
observation-based

:::::
slope

::::::::
variance.

:
If
:::
the

::::::::
absolute

::::
value

::
of
:::
the

::::
test

::::::
statistic

:

ˆ̄b− b̂o√
σ̂2
b̄

+ σ̂o
::::::::

(D5)

:
is
:::::
larger

::::
than

:::
the

::::::::::::::::
(1 + p)/2-quantile

::
of

:::
the

:
t
::::::::::
distribution

::::
with

:::::::::::::::::::::::::::::
(Andrade and Estévez-Pérez, 2014)(

σ̂2
b̄

+ σ̂2
bo

)2
σ̂4
b̄
/(5 · (Nr − 2)) + σ̂4

bo
/(Nr,o− 2)

:::::::::::::::::::::::::::::

(D6)755

::::::
degrees

::
of

::::::::
freedom,

:::
we

:::::::
consider

:::
the

::::::::::::::::
observation-based

:::
and

:::::::::
simulation

:::::
slope

::
to

::
be

::::::::
different

::::
from

:::::
each

::::
other

::::
with

::::::::::
confidence

::::
level

:::::::
p= 0.9.

PI 1986-2005 EOC
::::::::
2081-2100 RCP2.6 EOC

::::::::
2081-2100 RCP8.5

Number Surf. 3.65 1.75 (1.50-2.20) 2.24 (1.86-2.93) 1.36 (1.09-1.69)

200m
::::
200 m 3.65 1.98 (1.51-2.77) 3.01 (2.28-3.71) 1.72 (1.38-2.02)

Duration Surf. 19.70 17.84 (16.84-18.92) 19.37 (18.07-21.13) 29.28 (27.37-32.57)

200m
::::
200 m 38.61 66.06 (59.74-18.92) 98.71 (89.01-109.01) 111.56 (106.62-122.70)

:::::::
Maximal Intensity Surf. 2.92 3.42 (3.26-3.64) 3.21 (3.07-3.48) 1.51 (1.42-1.63)

200m
::::
200 m 3.26 4.96 (3.87-6.67) 7.90 (6.05-11.06) 6.02 (2.85-9.13)

Volume 3640 3158 (2888-3460) 3662 (3021-4215) 3378 (3086-3714)
Table A1. The same as Table 2, but for

::::::::
Simulated

:::::
global

:::::::::::
ensemble-mean

:
ΩA ::::::

extreme
::::::::
variability

::::
event

:::::::::::
characteristics

::
for

:::
the

::::::::::
preindustrial

:::
(PI),

::::::
present

:::
day

::::::::::
(1986-2005),

:::
and

::
the

:::
end

::
of
:::
this

::::::
century

::::::::::
(2081-2100)

::
for

::::
both

::::::
RCP2.6

:::
and

::::::
RCP8.5. Intensity is

:::::::
Numbers

::
of

:::::
yearly

::::::
extreme

:::
days

:::
are given in

::::
days

::
per

::::
year,

:::::::
durations

::
in

::::
days,

::::::::
intensities

::
in 10−3 ΩA units

::
and

:::::::
volumes

::
in

:::
km3. The remaining units are identical to those

:::::
Values in Table 2

::::::
brackets

::::::
denote

:::::::
ensemble

::::::
minima

:::
and

::::::
maxima.

Data availability. The GFDL ESM2M simulations are available upon request.
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Figure A1. Simulated regional changes in (a,b) the number of extreme [H+] days per year, (c,d) the maximal intensity
:
of

:
extreme [H+]

:::::::
variability

:
events, and (e,f) the duration of extreme [H+]

:::::::
variability

:
events between preindustrial and 2081-2100 following the RCP2.6

scenario. Left panels show changes for the surface, whereas right panels show changes for 200 mdepth. Shown are changes averaged over all

five ensemble members. The black contours highlight the pattern structures. Grey areas represent areas with no
::::::::
variability extremes

:::::
during

::::::::
2081-2100.
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Figure A2. Simulated characteristics of surface [H+] extreme
:::::::
variability

:
events for preindustrial (a,b), present-day

:::::::
1986-2005

:
ensemble

mean (1986-2005, c-e), RCP8.5 end of century
::::::::
2081-2100

:
ensemble mean (2081-2100, f-h), and RCP2.6 end of century

::::::::
2081-2100

:
ensem-

ble mean (2081-2100, i-k). Grey colors represent regions where no ensemble member simulates
::::::::
variability extremes. The black contours

highlight the pattern structures.
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Figure A4. Simulated ensemble mean changes
::
in CT (a,e), AT (b,f), T (c,g), and S (d,h) from preindustrial to 2081-2100 following the

RCP8.5 scenario. Shown are changes for (a-d) the surface and (e-h) at 200 mdepth. The black contours highlight the pattern structures.

Figure A5. Simulated ensemble mean changes in the standard deviations
:::::::
variances of CT (a,e), AT (b,f), T (c,g), and S (d,h) from preindustrial

to 2081-2100 under the RCP8.5 scenario. Shown are changes for (a-d) the surface and (e-h) at 200 mdepth. The black contours highlight the

pattern structures.
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