
Authors’ discussion of the comments bg_2020-312-RC1 

 

The authors would like to thank Tarek EI-Madany for his helpful comments, which helped us to 

resolve some ambiguities in the manuscript. 

To address the comments in the document bg_2020-312-RC1, the authors first copy the exact 
comment by the reviewer, add numbers to order each comment and make cross-referencing 
easier, and format in grey and Italic. The answers given by the authors are in black after each 
comment. In the end of the document, a list of References that support the answers was added.  

Major comments 

1. The manuscript entitled “Estimating immediate post-fire carbon fluxes  using  the eddy-covariance 
technique” presents a unique data set of carbon-, water-, and energy fluxes measurements 43 days after a 
wildfire in Portugal.   The ecosystem is/was a Maritime Pine with some Eucalyptus  stands  inside  which  
were  mainly  burned  and only the trunks of the trees remained.  The authors explain broadly their data 
quality control scheme how data were filtered, selected and gap filled. Based on the data they represent 
cumulative fluxes of NEE GPP and Reco.  Additionally, they focus based on one event on the interactions of 
dew and ashes with respect to carbon dioxide fluxes.Overall the manuscript is well written, but it could need 
some polishing on the figures as well on the text where sometimes method parts are in the results and 
discussion parts are in the results.  I think this should be cleaned up.  Overall, the manuscript is worth to 
publish especially because we don’t have many studies presenting data from ecosystems shortly after a fire 
disturbance and its recovery.  My main concern with the manuscript is that the authors interpret a lot into 
the eddy covariance data without thaving the right measurements to back it up.  See my comments for 
details.  Further, I think the u*-threshold estimation and removal of data with low u* values is nothing to 
debate about as the eddy covariance technique is not working under those conditions and  this must  be 
accounted  for in  the data  processing. For further details see the attached pdf: 

I would highly recommend a standardized data processing for the gap filling and flux partitioning. The 
REddyProc (Wutzler et al., 2018) package is easy to use and has all needed functions to do the u*-threshold 
estimation, subsequent gap-filling, and finally the flux partitioning of NEE into Reco and GPP. I think the 
argument that in this specific case the standardized methods are not working does not hold. In this context 
I would like to question the QC scheme used here. All fluxes between QC 1 and QC 8 (based on the Foken 1-
9 system) are used but here we are already quite far from the assumptions which allow us to apply the eddy 
covariance technique. I would suggest to go for QC 1-6 to maintain reliable data.  

The authors are surprised by the main statement of the reviewer, that below a u*-threshold, e.g. 
0.28 m s-1 (Wutzler et al., 2018) the eddy-covariance method cannot be applied anymore. This 
would mean that fundamental works on turbulence in the near surface layer, see e.g. Businger 
et al. (1971) Fig. 8, would have to be revised and all universal functions, especially in the stable 
range, would be faulty, because in the opinion of the reviewer, the eddy-covariance method can 
no longer be applied under these conditions. Rather, the pioneers of atmospheric turbulence 
and the eddy-covariance method have investigated similarity relations that clearly describe the 
existence of a well-developed turbulence (Wyngaard et al., 1971;Panofsky and Dutton, 
1984;Monin and Obukhov, 1954). These have been used to detect a developed turbulence for 
which the eddy-covariance method can be applied (Foken and Wichura, 1996;Vickers and 
Mahrt, 1997;Foken et al., 2017). 

It is true, however, that by using a u*-threshold one can be sure that the measurements are not 
influenced by intermittency, decoupling, gravity waves, low level jets etc. and that no further 
investigations are necessary. For large measurement programs such as ICOS with central data 
processing, such a method makes sense, since models can be used in addition to the classical 
gap-filling methods. However, the present study was not created in the context of such a 
program, but is a process study, where it is important to include in the study as much original 
data as possible with developed turbulence and to limit the gap-filling to a necessary minimum 
because of the reported difficulties to parameterize the equations used for gap-filing. Fig. 1 
shows that at a u* threshold of 0.28 m s-1 37 % data can still be excluded. Together with the 10% 
of gap-filled data (see Supplement Figure S8), almost half of all data would have to be replaced 



by parameterized data. This is certainly possible for long-term studies, but not for a process 
study. This would mainly exclude unstable and stable measurements showing particularly high 
or low fluxes compared to simple model assumptions (Fig. 2). This would also mean that all weak 
wind situations below about 2 m s-1 are not considered (Fig. 3). The authors therefore decided 
not to perform the data processing according to a routine method, but to use all possibilities 
offered by the relevant publications (Foken et al., 2004;Foken et al., 2012a;Foken et al., 
2012b;Mauder et al., 2013). Critical is that these are many self-quotes, but the work has been 
developed together with renowned scientists from this field, such as L. Mahrt, R. Leuning and 
M. Aubinet. 

 

Fig. 1: Frequency of the friction velocity 

 

Fig. 2: Friction velocity as a function of stability (z/L, z: height, L: Obukhov length) 



 

Fig. 3: Dependence of the friction velocity on the wind speed 

 

The answers to the following major and minor comments of the reviewer must be considered 
in the light of these statements, so that details are not repeated again. It is sometimes difficult 
to separate the results and discussion sections for reasons of readability and understanding. 
The authors will therefore change the headings: 

Results  Results and specific discussions; 

Discussion  Overall discussion 

 

2. .Within the manuscript for different analysis different QC schemes are used which is very confusing. 
Sometimes wind sectors are removed then again, they are not. In one instance QC 1-6 is used in another QC 
1-9 this is confusing for the reader because it jumps back and forth. 

The authors do not use two different QC schemes. We only use QC 1-6 for gap-filling 
(Supplement S7), otherwise Q 1-8 (Supplement S8) if we carefully check the causes of the bad 
flags. The authors will check the text again to see if this is clear enough. 

The background is the recommendation that for basic investigations such as the determination 
of the functions for gap-filling only classes 1-3, if possible 1-6 should be used (see Foken et al., 
2012b, p. 117-118). This option is only available for individual data processing. 

 

3. The uptake in burned area after the fire is either a measurement artefact or it comes from vegetation that 
is still taking up carbon. Maybe arising from imperfect footprint estimates? Or a too tall canopy height which 
will reduce the footprint size and thus suggest that footprints are smaller than they are in real (minor 
comments below)? Which in turn would reduce the number of footprints having 80% of Maritime Pine 
contribution. In the east there is the eucalyptus patch close to the tower. Not much is mentioned about it 
but it seems to be the second most important wind direction and thus potentially influencing the 
measurements? 

The authors actually already referred these hypotheses on lines 522-525: “Possibly, this 
immediate post-fire photosynthetic activity originated from various patches of pines with 
scorched crowns to the northeast and south of the EC tower and/or from re-sprouting eucalypts, 
in particular the 4 individual trees near the tower and/or the patch to the east of it.”  



Elaborating further on this matter, the authors would like to clarify that the patches of scorched 
pine crowns were present between 22 September 2017 and 03 January 2018 but no longer on 
05 March 2018 (as the pine needles had dropped to the forest floor). This can be seen on the 
ortho-photomaps included at the bottom of this rebuttal. The eucalypt patch to the east of the 
tower (see Figure 1 in the Manuscript) could be an alternative or complementary source, either 
through post-fire photosynthetic activity of the scorched crowns (visible – as shadows - on the 
22 Semptember2017 ortho-photomap, at least for the closest trees) or through newly emerging 
sprouts. However, the relevance of this potential eastern source is probably reduced, due to the 
low frequency of the eastern sector (see Figure 2 of the Manuscript and answer to minor 
comment 16). The 4 individual eucalypt trees at relatively close distance to the west of the 
tower, shown in Figure 1 of the Manuscript, could also be an alternative or complementary 
source. However, all 4 trees suffered complete crown consumption by the fire, as is visible on 
the 22 September 2017 ortho-photomap, and only showed very reduced recovery three months 
later, as is evident on the 03 January 2018 ortho-photomap. In resume, the authors believe that 
the scorched pine patches are the most likely source of the observed carbon assimilation 
immediately after the fire but we have not measured the photosynthetic activity of scorched 
pine needles and are also not aware of any previous study on that. 

Since the burnt area around the tower mainly consist of maritime pine woodland, a smaller 
footprint is not expected to reduce the number of footprints with 80% pine 

Although the text explicitly refers that the fire burnt a total area of 12.5 km2 (line 65), the map 
can indeed be somewhat misleading as to the extent of the burnt area around the study site. 
The minimal distance to the unburned area was 1.1 km in the W-NW sector. This is outside the 
footprint. 

It is possible that the text does not make it clear enough that the forest fire was a large-scale 
fire, i.e. the areas adjacent to the area under investigation were also completely burned down. 
While in the case of pine trees only single charred tree trunks remain, eucalyptus trees still have 
completely dried leaves, but without any assimilation or respiration function. The authors will 
clarify this again in the text. 

The authors also investigated the question of possible artifacts. We have selected two periods 
with nearly equal energy input for which > 80% of the footprint is determined by pine (Fig. 10) 
and eucalyptus (Fig. S12), respectively. There were no significant differences in the CO2 fluxes, 
so that a "not exact" footprint does not lead to artifacts. 

The question of eucalyptus trees in the east is examined in detail in section 3.1.1. The sonic 
anemometer type CSAT3 was set up in such a way that the impermissible backward flow is 
largely identical with the flow through the trees. As Fig. 6 shows, this leads to a reduction of the 
data quality. In some cases, the data quality is so bad due to mechanical turbulence that the 
data were replaced. Looking at the investigations in sections 3.1.1 and 3.3.3 it becomes clear 
that these trees only have an influence on the mechanical turbulence and not on the CO2 flow. 

 

4. The data set associated to this discussion paper is only containing daily data for NEE, GPP and Reco. But 
most analysis are based on half hourly data. I guess it would be nice to also have those data available in the 
dataset. But this depends on the journal / editors decision. 

As far as the authors know, in long-term studies (e.g. Keenan et al., 2014) are used as common 
units g C m-2 d-1 or g C m-2 yr-1. Thus, a user of the data no longer needs to convert µmol m-2 s-1. 
Since we are still exploring further the half hourly data set for further studies, we have opted 
for only making available the daily data set, at least for the time being. At the same time, lines 
456-457 explicitly state that “Other data can be requested by email to bruna.oliveira@ua.pt.” 

 

mailto:bruna.oliveira@ua.pt


Minor comments 

1. L42-43 not fully clear if the ecosystem is still a source on an annual basis or considering the totally emitted 
carbon vs. the total carbon sequestered by the ecosystem during the following 10 years.  

The reference Dore et al. (2008) is included in Table S1. In summary, the authors only 
measured the ecosystem fluxes 10-years after a stand-replacing wildfire. Even though 
the authors write “Ten years after the fire, the burned site was still a source of CO2 to 
the atmosphere (…)” they do not present data that support a constant behavior during 
the 10 years. Hence, the ecosystem might have behaved as a C sink in previous years. 

Following the comment of the reviewer, the text in the Manuscript was slightly adapted from 

”Furthermore, these effects can be long lasting, as well illustrated by Dore et al. (2008), finding that a 10-
year old burnt site was still a carbon source.” 

to 

“Furthermore, these effects can be long lasting, as illustrated by Dore et al. (2008), finding that a Pinus 
ponderosa forest was a carbon source 10-years after a stand-replacing wildfire (Supplementary Material 
Table 1).” 

 

2. L57 maybe adding a city or village would make it easier to find. 

Following the suggestion of the reviewer, the village “Vila de Rei” was added to the text. Since 
the installation is still in operation and the equipment is without fencing or other type of 
protection, the authors do not want to disclose the exact location of the study area to avoid 
vandalism, as experienced in the past by the team.  

 

3. L78-79 How can a median value have a range (4.5 -6.7m)?  

The original sentence was: 

“Median height and diameter-at-breast-height of the burnt pine trees ranged from 4.6 to 6.7 m and from 

2.5 to 4.3 cm, respectively.” 

 

Following the comment of the reviewer, the sentence was updated to: 

“Median height and diameter-at-breast-height of the burnt pine trees in each of the 5 plots selected for 
fire severity assessment ranged from 4.6 to 6.7 m and from 2.5 to 4.3 cm, respectively.” 

to make more clear that 4.5 – 6.7 is not the median tree height in the footprint area and refers 
only to the fire severity assessment plots. 

 

4. Figure 1 Include the slope angle map from the supplementary figure 1 and also add a map with the footprint 
climatology. Also add the points for the fire severity sampling into the map.  

Following the suggestion of the reviewer, the slope angle map will be transferred from the 
supplementary material to the manuscript and the fire severity assessment points will be 
added to one map in the Supplementary material.  

The authors do not have a Footprint climatology (Amiro, 1998;Göckede et al., 2008), because 
the present study is not a long-term study but a process study. We do not see the cumulative 
flux as the main result of the present paper. The reported wind climatology and footprint 
distribution allow sufficient conclusions about the footprint climatology. 

 



5. L100 Based on what was the zero-plane displacement set to 3.8m and the canopy height to 8m if the median 
height only goes up to 6.7 m? This seems wrong.  

The authors agree that the canopy height of 8 m may lead to some confusion, given the 
information provided on tree height in the 5 fire severity assessment points in L78-79. 
As mentioned in a previous comment, the text in L78-79 was reformulated to: 

“Median height and diameter-at-breast-height of the burnt pine trees in each of the 5 plots selected for 
fire severity assessment ranged from 4.6 to 6.7 m and from 2.5 to 4.3 cm, respectively.” 

In L98-99 the authors wrote: 

“The – standing - pine trunks in the immediate surroundings of the tower were approximately 8 m high, 
and this was used as “canopy” height in all calculations, together with a zero-plane displacement of 3.8 
m.”  

Hence, the authors believe that with the reformulation in L78-79 the information on canopy 
height is now more clear.  

The determination of zero-plane displacement proves to be extremely complicated in a 
heterogeneous area, especially if there are only single roughness elements (charred trees). We 
followed the recommendation in this regard and evaluated only the highest roughness elements 
(Leclerc and Foken, 2014, p. 34). An exact determination would only be possible by parallel 
profile and flux measurements (Foken, 2017). Since areas with burned pine trees and eucalyptus 
in the CO2 fluxes do not differ significantly, the error on the footprint determination should be 
small. 

 

6. Table 1 I assume the wind vector components at 20Hz were likewise sampled with the CSAT 3 correct? If so 
please insert that for “Sensor” instead of sonic anemometer.  

The authors updated Table 1 to make more clear that the sensor CSAT3 was used to determine 
the wind vector (3 components) and sonic temperature.  

 

7. Table 1 The EC5 Sensors are not mentioned in the table but should be included.  

Following the suggestion of the reviewer, the EC5 sensors were added to Table 1: 

 

Height Parameter Sensor Manufacturer Remarks 

(…)     

-2.5; -7.5; 

-10; -20; 

-30 cm 

Soil temperature and 
volumetric water 
content 

GS3 sensor linked to a Em50 
data logger 

GS3 sensor linked to a 
Em50 data logger 

1.5 m from tower; 0.02 
Hz data 

-2.5; -7.5 
cm 

Soil volumetric water 
content 

EC5 sensors linked to Em50 data 
loggers 

DECAGON Devices 3 EC5 at -2.5 cm and 1 
EC5 at -7.5 cm in each of 
5 points along the 
footprint area 

-2.5 cm Soil temperature and 
volumetric water 
content 

GS3 sensors linked to Em50 data 
loggers 

DECAGON Devices 1 GS3 in 5 points along 
the footprint area 

 

and the corresponding text in L104-109 was clarified, also considering minor comments 14 and 
15 by the reviewer: 



“In addition to the soil moisture/temperature station immediately next to the tower listed in Table 1, five 
soil moisture/temperature stations were installed along the above-mentioned transect. Each station 
comprised 4 EC5 soil moisture sensors and 1 GS3 soil moisture/temperature. Of the sensors in each of the 
5 stations, 1 EC5 was near the roots of a burnt pine tree, 1 EC5 was near the roots of a reprouter shrub 
(Pterospartum tridentatum), 1 EC5 at -2.5 cm and 1 EC5 at -7.5 cm in the inter-patch (clearing), and 1 GS3 
at -2.5 cm in the inter-path. In this study, only the data from the soil moisture sensors installed at -2.5 cm 
at the inter-patches were used.” 

 

8. L129 – 131 What percentage of the half hourly footprint contribution were used to determine the 
contribution of the pine trees (e.g. 80%, 90%, 95%)?  

The distribution of pine trees in the Footprint sector is shown in Figure 4. For the process studies 
(non-cumulative flux) only data with Footprint > 80% were used. Note: Footprint models 
determine the Footprint area (effect level) relatively accurately, but the exact local allocation is 
often insufficient due to the influence of crosswind fluctuations (Markkanen et al., 2009, 2010). 

 

9. L138 the supplementary material is not ordered as they appear in the text. This should be Figure S2. Please 
change accordingly throughout the manuscript and supplementary material accordingly.  

The authors appreciate that the reviewer pointed this. The order of the Figures in Manuscript 
and Supplementary Material will be revised.  

 

10. L150-152 The night time estimation is very coarse and might create huge biases especially during the winter 
period when sunrise and sunset are clearly later and earlier, respectively. I would recommend to use the 
potential radiation to estimate day- and nighttime. This is for example included in the REddyProc package 
that can also take care of the gap-filling as well as flux partitioning including u*-threshold estimation.  

The gap-filling of the data was done according to the exact sunrise and sunset times (Supplement 
Figure S8). A significantly tighter time frame was chosen for the processing of the 
parameterization of the data for gap-filling. Thus, data with significant sensible heat flows were 
excluded in order to keep the additive WPL correction, which is in the order of magnitude of the 
flux, as low as possible (Webb et al., 1980, Fig. 1).  

The sentence: 

L278 “Respiration fluxes were determined using only the measurements from 10 pm to 04 am UTC, with 
more than 80% of the footprint area from the Maritime Pine stands, and with quality flags 1-6.” 

will be reformulated to: 

“Respiration fluxes were determined using only the measurements from 10 pm to 04 am UTC to reduce 
the influence of the additive WPL correction (Webb et al., 1980), with more than 80% of the footprint 
area from the Maritime Pine stands, and with quality flags 1-6.” 

 

11. L157 I think “initial slope” is better than “linear slope” given that the function is not linear.  

Following the comment of the reviewer, the text will be updated.  

 

12. L158-159 I would argue that α and Qc,sat are no constant but variable based on environmental conditions 
which are not just a function of air temperature but also of vapor pressure deficit (VPD), soil water content 
(SWC) and status of the vegetation. Qc,sat will increase based on the leaf area index (LAI). Was this 
procedure done for individual periods or windows e.g. 4 weeks? This would be important to clarify.  



The procedure was done for temperature classes only, and the results are summarized in Table 

3. The authors will include “for temperature classes” in the table. LAI determination was not 
yet possible in the first year after the fire (see Supplementary Figures p. 14) 

 

13. L168-169 what were the upper and lower threshold for the mean vertical wind speed?  

Following the comment of the reviewer, the authors noticed that the 1-minute input files for 
the wavelet analysis were coordinate rotated. The authors will change the text accordingly. 

 

14. L177 Why was not 10 and 20cm used and instead the average? Further your first sensor is at -2.5 cm so the 
integral should be from -0.025 to -0.15 (equation 3). From Table one it seems that only the sensors 1.5. to 
the tower were used but not the whole transect. Is this correct? If so I would suggest to also use the other 
profiles from the transect to get a better spatially representative average soil heat flux.  

Equation 3 is in line with the references Liebethal and Foken (2007) and Yang and Wang (2008). 
We have therefore omitted further details. The data of the temperature sensors above 15 cm 
depth have of course been included in the determination of the storage term (2nd term of the 
equation). The depth 10 and 20 cm were needed to determine the heat flux at 15 cm depth. The 
soil sensors along the transect did not measure deeper than 7.5 cm, as now listed in Table 1 and 
explained in L104 (please see answer to minor comment 7). Data from these sensors was only 
used to determine the volumetric soil water content classes, as detailed in Section 2.3.5. 

 

15. L186 not clear what inter-patch means. I assume the sensors from the transect. Please indicate this also in 
table 1 and in lines 107-108. Which sensors were used for what? It is not consistent because the deeper VWC 
sensors were also used for estimating the soil heat flux.  

Following this and related comments of the reviewer (minor comments 7 and 14), the text in 
L104-109 was updated to make the experimental setup more clear: 

“In addition to the soil moisture/temperature station immediately next to the tower listed in Table 1, five 
soil moisture/temperature stations were installed along the above-mentioned transect. Each station 
comprised 4 EC5 soil moisture sensors and 1 GS3 soil moisture/temperature. Of the sensors in each of the 
5 stations, 1 EC5 was near the roots of a burnt pine tree, 1 EC5 was near the roots of a reprouter shrub 
(Pterospartum tridentatum), 1 EC5 at -2.5 cm and 1 EC5 at -7.5 cm in the inter-patch (clearing), and 1 GS3 
at -2.5 cm in the inter-path. In this study, only the data from the soil moisture sensors installed at -2.5 cm 
at the inter-patches were used.” 

 

16. L209 what is the value of q for your data set?  

The value for the q parameter in Equation 5 used in each MAD analysis is referred in the Results 
section: for the Energy balance closure, q = 0.5 was used (L261); and for the gap-filling of 
respiration, q= 0.5 was used (L81).  

 

17. L230-231 If all data from that wind direction (30 – 90 degree) are flagged and removed this should be 
included in the schemes for data treatment. Also, it would be helpful if Figure 2 would be adjusted in a way 
that the 30° sectors fit to the bins of figure 6.  

Please see major comment 3: This comparison is not possible. Figure 2 are mean data. Fluxes 
are based on turbulence data with a significant variation of the cross-wind component, which 
can be up to ± 45° for the wind direction (see e.g. Foken and Leclerc, 2004, Fig. 7). Besides the 
roughness influence there is a significant stability influence (Blackadar, 1997). Thus, the data 
selection was made according to the individual quality classes and not generally according to 
the mean wind sector. 



 

18. Figure S8 more details on the individual symbols and numbers could be needed. I think total number of 
removed data is quite low given all quality criteria mentioned. If I see that correctly there are about 10-15 
% of all data missing to their wind direction (30 – 90°), further there are 40 % of data with not enough 
Maritime Pine coverage in the footprint area. But from Figure S8 it looks like only 1727 data points were 
removed and gap filled.  

Please see major comment 3 and minor comment 17. 

 

19. Figure S4 the different grey colors are hard to distinguish. Would be nice to add different symbols to the 
individual lines. Additionally, this figure shows nicely how wrong a fixed period between 10pm and 4 am is 
for night time estimates. Even around end of June the sunrise is just around 6am UTC when considering the 
increase in H and net radiation. The same is true for the nighttime.  

The authors will add symbols to the Figure. For the second part, please see minor comment 10. 

 

20. L245-248 What about heat storage in the burned trunks of the trees? This is something that is not considered 
or discussed here. The half hourly fluxes are missing the storage term of heat but this is not discussed. 
Additionally, the trunks certainly contribute to the sensible heat fluxes and increase the surface area 
compared to the bare soil. Further it is not clear if these trees are also fully in the field of view of the net 
radiometer. Especially in the morning at high solar zenith angle the trees will absorb a lot of the short-wave 
incoming radiation, heat up and contribute to the sensible heat flux. This would happen in the morning and 
the afternoon. Something for the discussion I guess.  

The present study is not to investigate the closure of the energy balance. For this purpose, all 
conditions are missing both with regard to instrumentation and necessary additional 
information (Mauder et al., 2020). For this reason, the figures are not in the article but in the 
supplement for interested readers. Such inadequacies are the choice of the net-radiometer, the 
heterogeneity of the surface with soil, ashes, wood residues etc., and also the still standing 
charred tree trunks (the number is not large, because in Figure 3 you can still see the horizon 
well). The examination of the energy balance is in the sense of quality control (Foken et al., 
2004;Foken et al., 2012b) and a proper execution of the measurements can be assumed with a 
closure of 80-100 %. The authors do not see the need to complete the text.   

 

21. Figure S5 The linear equation is very small and hard to read including the r² values. As you did not provide 
an offset value in the formula I assume you forced the intercept to be 0? Please state that explicitly if it is 
the case. If the detection limit of 10 W m-2 was used then this should be an absolute value. During nights 
with wind you might get negative sensible heat fluxes which can be larger than -10 and the same is true for 
latent heat during those nights just that it will in most cases not be negative. Also mention that there is the 
confidence interval of the linear fit included as the grey shaded area. The number of points going into the 
linear relation estimate should also be mentioned.  

The authors will improve the visual quality of the Figures. Due to the reasons for the closure of 
the energy balance, night time measurements should be excluded from the assessment of the 
residual, which the authors have done. The authors will not go into this further here, as this is 
comprehensively stated in review articles and the references cited there (Foken, 2008;Mauder 
et al., 2020).   

 

22. L257-259 how do we know that net radiation was underestimated? Due to the tilting? Is there a hysteresis 
in the net radiation and we do know that there is overestimation in the afternoon and underestimation in 
the morning caused by the tilting toward SW (L253)? This is not clear at all. This tilting would overestimate 
the incoming components in the afternoon and underestimate them in the morning which could then lead 
to the observed pattern. Is that the reasoning? How do we know there is an overestimation in the long wave 
outgoing? What evidence do we have for that? Many of these thoughts belong in the discussion and not the 
results I would say.  



It is not the tilting because, as said in the comment, this leads to both over- and under-
determination. All net-radiometers that do not measure all 4 radiation components separately 
have the problem of too low readings (10-20%). This has basically been investigated by Halldin 
et al. (1992). This is also discussed in the overview papers on energy balance (Foken, 2008). The 
authors have quoted a paper specifically on the problems of NR-lite (Brotzge and Duchon, 2000) 
and believe that in Lines 253-257 this is sufficiently stated. 

L235: “Net radiometers, as the one used in this study (Table 1), that do not measure the four up- and 

down-welling long- and shortwave radiation components separately, are well-known to underestimate 
net radiation (Kohsiek et al., 2007).” 

 

23. L264-270 this is all discussion and no results. And even for the discussion I think this is not really needed. 
Your manuscript is not about the problems of energy balance closure under post-fire conditions but to 
characterize ecosystem fluxes. I find this whole hypothetical discussion on where the non-closure is quite 
distracting from the main objective. And we all know that the energy balance is not closed at any site. With 
you lack of 10% you are actually closer than most sites around the globe.  

The authors agree with this comment, please see answer to minor comment 22. However, it is 
important to determine whether the CO2 flux must be corrected or not. 

 

24. L273-276 I don’t agree at all with statement. I don’t see why the development of vegetation is a reason not 
to use standard gap-filling procedure? There are many grasslands in the Mediterranean or other dry areas 
which senesce during the summer and regreen during the autumn and winter. It is the same as happening 
here. And all of these sites in FLUXNET use the standard gap filling and flux partitioning schemes similar to 
the one used in REddyProc. So this is not a valid reason. The second point is somewhat true because moving 
windows smear the signal when rapid changes are happening e.g. the re-wetting of the ecosystem after the 
summer. Still if you are interested in the annual sums which also seems to be a point of the manuscript I 
would highly suggest to use standard gap-filling and flux partitioning.  

In the authors opinion, it is doubtful whether when can directly compare seasonal patterns in 
plant activity in a Mediterranean and dryland grasslands with vegetation recovery from wildfire. 
The present results also demonstrate this, in the sense that they show basically no vegetation 
activity during the start of the autumn rainfall season as would be expected from a system 
reviving from summer senescence. 

According to Papale (2012) there are different methods to achieve an optimal gap-filling. The 
method of Wutzler et al. (2018) is one but not the only one. The authors have followed the basics 
of gap-filling (Falge et al., 2001a, b) to the same extent as it was done in all other papers. The 
only difference is that we did not use a method with a u*-criterion. We have explained this 
extensively in major comment 1. Instead, the authors used the method of Ruppert et al. (2006), 
in which the comparison to the u*-method was also made. 

It must be added that the fluxes in the present work are very small and that, in addition to the 
usual processes of assimilation and respiration, the microbial decomposition of ashes also plays 
a role on which there is little knowledge so far.  

 

25. L289 E0 “0” must be subscript 

Following the comment of the reviewer, the text was updated.  

 

26. L300-305 Formula 6 is not fully explained. What is T in this formula? Is it the surface temperature as assumed 
by the Stefan-Boltzman law? How was this then estimated or is it the air temperature. The reasoning and 
how this was derived should be explained in the methods and not in the results. I would recommend to move 
this part to methods section. And at the end of line 305 a point is missing.  

The authors apologize for missing half sentence stating what T in Equation 6 is. 



L305 was updated to “where σSB is the Stefan-Boltzmann constant and T is the temperature at 11.8m 

height. “ 

This very rough estimation is possible considering error considerations for long wavelength 
radiation (Gilgen et al., 1994). It is certainly useful to move this to the methods section. However, 
there are only 4 lines and it could affect the clarity. The authors will decide this after 
presentation of the other reviews. 

 

27. 3.2.3.”Generating the final data set” this part is not consistent with what is written in the methods and what 
is shown in the schematics. Here night time is defined different as compared to the methods part (L150). 
Here nothing is mentioned about the filter of wind direction or the footprint filter. This is confusing.  

For time please see minor comment 9. The authors will change the section title to "3.2.3 
Generating the final data set for cumulative fluxes". For the process studies, as noted there, 
for example, higher demands were made on the footprint. 

 

28. L336 first time that the storage term is mentioned. This should be made clear in the methods part. And it 
should be mentioned if it was the 1-point storage correction or based from a multiple point vertical profile 
system.  

Following the reviewer suggestion, it was added to the Methods (L126) that the software 

packaged used, TK3, estimates the CO2 storage flux from one point CO2 measurements as 
suggested by Hollinger et al. (1994). 

 

29. Figures S9 and S10 it is very hard to associate the events across variable of the plots. First the horizontal zero 
lines should be included. Secondly the areas with dew should be shaded vertically so the points can be clearly 
associated and compared across the different variables. To me it looks like we see a flushing of CO2 in the 
morning that accumulated during the night at the ground. If the 1-point storage correction was used this 
one will for sure not capture what is happening at the ground. How was the friction velocity during the night? 
This could also tell a bit about the storage of CO2 at the ground. If the moment of the high CO2 flux goes 
together with an increase in u* then we can be quite sure that this was rather a flush of CO2 than CO2 
originating from instantaneous microbial activity or water flowing into pores and flushing out CO2. Also the 
argument of the negative sensible heat flux is not very convincing. Dew evaporation needs energy but we 
must separate the individual processes. As long as we have a negative net radiation and we reached already 
100% relative humidity we will observe more dewfall which means a negative latent heat flux (this was 
actually not shown in figure 8). Only when energy is provided in form of incoming short-wave radiation we 
can have conditions of evaporation. But then the energy for evaporation is coming from the incoming short-
wave radiation which means sensible heat is not increasing fast but slow. The negative sensible heat flux 
looks to me like an inversion of cold air at the surface was breaking up in the morning and transporting cold 
air upwards together with the CO2. I think here we are missing many data streams to bring the story 
together.  

The authors have investigated this case very carefully: Figures S9 and S10 were included in the 
supplement to show the relevant conditions on the days from September 26 to 29. The 
discussion of the dew fall can only be seen in Figure 8. The friction velocity at the relevant time 
was 0.05-0.10 m s-1, so that a dynamic effect can be excluded. Also the assumption of the 
influence of the storage term is not applicable, because the fluxes were calculated with the 
wavelet tool (Schaller et al., 2017). The sensible heat flux is a good indicator for the dewfall, 
because then it is positive, while it is negative for evaporation without additional short wave 
radiation. The latent heat flux is too small to represent the process well.  

The statement that short-wave radiation is necessary for evaporation (evaporation, not 
transpiration) is wrong. The example shown here can be classified as an oasis effect (Stull, 1988). 
An impressive example is shown in Foken (2017, Fig. 1.14). Evaporation occurs when moisture 
is present, a water vapor pressure gradient exists, and turbulence is present. If no short wave 



radiation is present, the energy can also be provided by long wave cooling (negative sensible 
heat flux) or the ground heat flux.  

The authors will improve the visual quality of the Figures.  

 

30. Figure S12 and S13 here it seems very clear that the burned area is more heterogeneous as expected. Else 
the fluxes would be more homogeneous and not scatter so much. This indicates that there are patches which 
take up carbon. Maybe a better representation would be a plot of midday NEE or CO2 flux vs wind direction. 
I think this would make it clearer and highlight the differences between the burned and the other areas and 
maybe also give you more trust in the differences you see. Maybe I would even do it for every month/ season 
but this is just a suggestion. 

The dry cases Figures 10 (pine) and S12 (eucalyptus), which were selected for the respective 
surface with > 80% in the footprint regarding all 30-minute fluxes, must be compared. No 
significant fluctuations can be detected. The magnitude of the fluctuations is typical for the 
influence of turbulence, low cloud cover etc.  Figure S13 shows a case after/with precipitation 
(also footprint > 80% for pine). Here the fluctuations are naturally larger, whereby surely 
different humidification and cloudiness play a role. After the wildfire there were no unburnt 
areas in the close vicinity of the tower and it was only in April 2018 that the green areas became 
visible (Fig. 04).  

See also answer to major comment 3. 

 

 



 

  

 

 

  

 

 



Fig. 04: UAV-based ortho-photomaps of the burnt area to the west of the EC tower (marked as 
a red triangle) on 22 September 2017 and 03 January 2018, and of the burnt area surrounding 
the EC tower on 05 March 2018. 
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