
Replies	to	the	comments	of	reviewer	#1	

The	study	evaluated	the	plant	phenology	simulated	by	CRESCENDO	land	surface	models	using	
satellite	observational	LAI	products.	Specially,	the	4GST	method	was	applied	to	extract	the	times	of	
start	and	end	of	growing	season	based	on	the	simulated	and	remote	sensing	monthly	LAI	values.	
Then,	the	growing	season	types,	variability	of	growing	season	start	and	end,	latitudinal	variability,	
and	reginal	variability	were	com-	pared	between	the	model	simulations	and	satellite	observations.	
Recommendations	were	also	given	for	future	model	improvements.	In	general,	the	manuscript	was	
written	well,	organized	well,	and	the	results	were	summarized	clearly	and	interesting.	So,	I	think	
the	manuscript	can	be	accepted	for	publication	on	the	journal.	 

We thank the reviewer for her/his positive feedbacks and useful comments. 

Only	one	main	remark	is	that	the	description	of	the	phenology	schemes	of	the	models.	As	we	know,	
the	phenology	schemes	in	the	models	are	quite	different,	in	terms	of	their	parameterizations	of	solar	
radiation,	day-length,	temperature,	and	soil	moisture	conditions.	In	section	2.2,	the	description	of	
phenology	schemes	makes	me	a	little	bit	hard	to	follow	the	differences	among	these	models.	So,	I	
encourage	the	authors	to	summarize	the	similarities	and	differences	of	the	processes	of	the	schemes,	
according	 to	 some	 standards	 such	 as	 how	 to	 parameterize	 the	 effects	 of	 soil	 moisture,	 how	 to	
parameterize	 the	 effects	 of	 soil	 temperature	 etc.	 This	 summary	 will	 help	 us	 understanding	 the	
differences	of	the	model	and	simulated	results	more	clearly	(e.g.,	Page	12,	349).	 

We thank the reviewer. In the revised version of the manuscript we summarize and re-organize 
the section 2.2 in order to make the phenology scheme description of each land surface model 
more concise and easier to compare. Besides, we update table 1 to contain further details on the 
different phenology parameterization adding information on root zone depth, temperature and 
moisture thresholds, and variables used in detecting the phenology phases: 
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Meanwhile,	in	the	results	section,	more	direct	comparisons	among	the	model	simulations	should	be	
made	towards	the	differences	of	processes.	 

We increase the discussion and reference to the difference among models in the result sections of 
the revised version of the manuscript, especially in sections 3.2, 3.3, 3.4, and 3.5. 

In	addition,	the	comparisons	were	based	on	monthly	LAI	values	(Page	4,	line	89	and	Page	9	Line	
268).	However,	the	temporal	scale	may	cover	up	the	real	phenology	characteristics.	For	example,	
based	on	the	8-day	LAI	data,	Zhang	et	al.,	(2019)	demonstrated	that	the	CLM	simulated	growing	
season	type	is	TGS	in	a	temperate	grassland,	but	the	MODIS	LAI-based	type	was	SGS-S.	It	seems	like	
that	this	discrepancy	was	not	found	in	the	study	(Fig.	2b).	There-	fore,	the	monthly	LAI	mean	output	
from	the	models	may	cause	uncertainties	on	the	model	evaluation.	Moreover,	as	mentioned	by	the	
authors	(Page	16	Line	479),	double	cropping	cropland	can	not	be	easily	detected	by	the	monthly	
LAI	data,	for	example,	a	large	area	of	winter	wheat-summer	maize	double	cropping	system	in	the	
North	China	Plain	was	not	detected	by	the	method	based	on	MODIS	LAI	(Fig	1	a).	So,	the	uncertainty	
from	the	monthly	LAI	output	from	the	models	should	be	also	discusses.	I	have	no	other	remarks.	 

We thank the reviewer. 
The use of monthly data is another limitation in our methodology, indeed.  
Following the reviewer’s suggestion, we add this point to the discussion in Section 4.3: 

“Another limitation of the present evaluation is the monthly temporal frequency. Data at a 
higher frequency, indeed, might lead to a more detailed bias assessment. The use of a different 
temporal frequency may also influence phenology type detection. For example, Peano et al. 
(2019), that uses 15-day LAI data, detect a slightly different distribution of CLM4.5 SGS-D and 
TGS types in Australia, Horn of Africa, and Brazil. Similarly, Zhang et al. (2019), which 
analyses CLM4.5 in Northeast China with 8-day LAI data, obtain TGS type in areas recognized 
as SGS-S in the present analysis.” 

 

 

 

 

 

 

 

 

 



Replies	to	the	comments	of	reviewer	#2	

In	my	view,	your	study	has	some	methodological	issues	(see	below)	that	need	to	be	resolved	before	
I	can	recommend	publication	of	the	manuscript.	In	addition,	your	analysis	and	model-data	
comparisons	could	benefit	from	considering	some	other	publications	that	benchmarked	land	
surface	models	for	phenology	or	that	parametrized	phenology	modules	in	DGVMs	with	satellite	
observations	(Forkel	et	al.,	2015;	Jolly	et	al.,	2005;	Kelley	et	al.,	2013;	Knorr	et	al.,	2010;	MacBean	et	
al.,	2015;	Schaphoff	et	al.,	2018;	Stöckli	et	al.,	2011).	 

We thank the reviewer for the feedbacks and useful comments, which are addressed below. 
We take into consideration the suggested publications in the revision of our manuscript. 

1	Naming	of	LAI	datasets	 

The	name	“SENTINEL	LAI”	is	completely	misleading.	Sentinels	are	various	satellites	and	some	of	
them	allow	to	retrieve	LAI	(Sentinel-2	MSI	and	Sentinel-3	OLCI).	However	as	far	as	I	know,	there	is	
no	operational	LAI	datasets	from	the	Sentinels.	The	text	writes	that	the	data	comes	from	SPOT	and	
Proba-V	and	there	is	indeed	a	LAI	datasets	available	from	these	sensors	through	the	Copernicus	
Global	Land	Service.	However,	this	dataset	is	harmonized	from	observations	from	the	SPOT	and	
Proba-V	sensors	but	does	not	include	data	from	any	Sentinels.	You	need	to	be	accurate	and	specific	
about	the	used	dataset.	If	the	used	dataset	does	not	include	Sentinel	data,	it	should	not	be	named	
“SENTINEL”.	A	similar	issue	is	with	the	“MODIS”	dataset.	You	need	to	be	specific	which	dataset	and	
version	was	used.	The	most	recent	MODIS	LAI/fPAR	dataset	is	“MOD15A2H”	–	is	this	the	used	
dataset?	Was	the	GIMMS	LAI3g	or	a	more	recent	version	used?		

We	thank	the	reviewer	pointing	out	these	inaccuracies.	The	naming	"SENTINEL"	derives	from	the	
initial	source	of	Copernicus	LAI	data.	This	choice	switched	to	SPOT	and	Proba-V	data,	but	the	
naming	remained	unchanged.	We	rename	SENTINEL	as	Copernicus	Global	Land	Service	(CGLS)		in	
the	revised	version	of	the	manuscript.	

About	MODIS	data,	they	are	based	on	the	MOD15A2H	and	MYD15A2H	version	6	database.	The	
LAI3g	data	is	the	GIMMS	version.	We	add	this	information	explicitly	in	the	revised	version	of	the	
manuscript.	

2	Regridding	of	LAI	and	model	datasets	 

The	section	about	the	regridding	of	the	LAI	datasets	needs	some	more	details:	How	were	data	
gaps/missing	values	considered	during	regriddng?	How	were	different	land	cover	type	considered?	
Did	you	separate	the	LAI	of	different	land	covers	for	each	0.25◦	grid	cell?	 

The	three	satellite	products	used	in	the	present	analysis	are	gap-filled	data.	In	particular,	Copernicus	
Global	Land	Service	data	applies	a	linear	interpolation	in	a	local	moving	window	of	128-day	length	
to	 fill	gaps,	as	described	by	Verger	et	al	(2011).	LAI3g	data	use	spline	 interpolation	and	seasonal	
profile	methodologies	as	done	for	NDVI3g	data.	MODIS	data	use	a	combination	of	Terra	and	Aqua	
data,	a	temporal	averaging,	and	climatology	 to	 fill	gaps.	For	 this	reason,	no	specific	gaps/missing	
values	consideration	is	required	during	the	regridding	operations.	Besides,	differences	in	land	cover	
type	have	not	been	taken	into	account	in	the	regridding	operations.	The	revised	version	of	the	paper	
describes	these	points:	



“The	2000-2011	period	is	common	to	the	three	satellite	datasets	and	it	is	used	in	the	present	analysis.	
The	satellite	observations	are	aggregated	into	monthly	values	and	regridded,	by	means	of	a	first	order	
conservative	remapping	scheme	(Jones,	1999),	to	a	regular	0.5°	x	0.5°	grid	for	consistency	with	the	LSMs'	
output.	The	regridding	operation	is	directly	applied	to	the	gap-filled	satellite	data.	Note	that	regridding	
does	not	employ	any	specific	treatment	for	differences	in	land	cover.”			

3	Propagation	of	differences	between	datasets	in	the	analysis	 

What	is	the	reasoning	behind	using	MODIS	as	the	reference	(L	304-306)?	From	your	analysis,	you	
cannot	provide	any	evidence	that	the	MODIS	dataset	would	be	“better”	than	the	other	two.	It	would	
be	better	to	propagate	the	differences	between	the	satellite	datasets	in	the	entire	analysis.	For	
example,	the	maps	could	also	show	the	agreement	of	the	“multi-data	ensemble”.	 

We agree with the reviewer on the absence of any evidence to say that MODIS is better than the 
other satellite data. In fact, we are not saying that MODIS is better than the other observations. 
However, graphical constraints impose us to choose one observational dataset to be used as a 
reference. As suggested by the reviewer, we updated Figures 2, 3, and 4 to keep track of the 
agreement among satellite data despite the choice of MODIS as reference. This is also described 
in the manuscript text as follow: 

“Keeping these differences in mind, the MODIS data are used as a graphical reference in Figures 
3, 4, and 5. These figures keep track of the agreement among satellite data despite the choice of 
MODIS as reference.  Figures using CGLS and LAI3g as a graphical reference are presented in 
the supplementary material.” 



Updated Figure 2 -> Figure 3: Global climatological (averaged over 2000-2011) distribution of the four 
main growing season modes for (a) MME; (b) CLM 4.5; (c) CLM 5.0; (d) JULES-ES; (e) JSBACH; (f) 
LPJ-GUESS; (g) ORCHIDEE; (h) ISBA-CTRIP. The areas characterized by the same type of LSMs and 
MODIS (Figure 2a) are coloured. These common areas are called agreement regions. Index values: (purple) 
evergreen; (green) single season with summer LAI peak; (cyan) single growing season with summer 
dormancy; (orange) two growing seasons type. White regions are for disagreement areas. Above this 
selection, areas of agreement between satellite products are shaded with a different hatching pattern: 
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MODIS and LAI3g (Figure 2d) slash hatching (/); MODIS and CGLS (Figure 2g) backslash hatching (\); 
MODIS, CGLS, and LAI3g crossed hatching (X). 

 

Update Figure 3 -> Figure 4: Global climatological (averaged over 2000-2011) differences in growing 
season start timings (GSS) between (a) Multi-Model Ensemble mean (MME); (b) CLM 4.5; (c) CLM 5.0; 
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(d) JULES-ES; (e) JSBACH; (f) LPJ-GUESS; (g) ORCHIDEE; (h) ISBA-CTRIP and MODIS (Figure 2b). 
The green regions represent areas of agreement between MODIS and LSMs. Yellow-red colors correspond 
to areas where models timings are later compared to MODIS, while blue-violet colors correspond to areas 
where models timings are earlier compared to MODIS. Regions where GSS timings are not computed, such 
as non-vegetated and evergreen areas, are in white. Above this selection, areas of agreement between 
satellite products are shaded with a different hatching pattern: MODIS and LAI3g (Figure 2d) slash 
hatching (/); MODIS and CGLS (Figure 2g) backslash hatching (\); MODIS, CGLS, and LAI3g crossed 
hatching (X). Note that the GSS in the TGS regions corresponds to the GSS of the first growing season 
cycle. 



	

Updated Figure 4 -> Figure 5: As Figure 4 but for growing season end (GSE) timings. Note that the GSE 
in the TGS regions corresponds to the GSE of the second growing season cycle. 
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4	Chapter	3.5	and	Figures	6	and	7	 

I	find	the	biome-averaged(?)	GSS	and	GSE	values	misleading,	especially	for	PFTs	that	grow	on	both	
hemispheres.	How	were	values	from	both	hemispheres	computed?	I	hope	you	did	not	just	use	the	
average!	Also	given	the	fact	that	GSS	usually	delays	pole-	wards,	I	think	biome-averaged	GSS	and	
GSE	dates	are	not	meaningful.	Better	would	be	to	show	distributions	of	GSS	and	GSE	(e.g.	boxplots	
or	violin	plots	and	separated	for	the	northern	and	southern	hemisphere).	In	addition,	I	wonder	how	
differences	in	the	spatial	distribution	of	PFTs	were	considered	in	this	data-model	comparison.	Was	
the	comparison	only	done	for	grid	cells	where	both	ESA	CCI	and	the	models	have	the	same	PFT?	
Howe	were	the	different	PFT	schemes	of	the	models	made	consistent	with	the	PFTs	from	the	ESA	
CCI	land	cover	map?	If	differences	in	PFT	distribution	are	not	considered,	there	might	be	the	risk	
that	differences	in	GSS	and	GSE	are	actually	not	related	to	the	phenology	module	but	to	the	model	
components	that	affect	the	spatial	distribution	of	vegetation	(e.g.	establishment,	mortality,	
disturbance).	This	might	be	especially	an	issue	for	models	with	dynamic	(not	prescribed)	
vegetation	such	as	LPJ-	GUESS.	 

We thank the reviewer for these suggestions. In the revised version of the manuscript: (1) we 
distinct between hemispheres by separating the biomes that are present in both hemispheres; 
(2) we update figures 6 and 7 into boxplots. 
The biome-level analysis was performed based on the regional map retrieved from the ESA-CCI 
data. The same regional distinction, then, is applied to all the evaluated models. This choice 
allows for a standard distribution among models. We need to keep in mind that differences 
among models can derive from phenology scheme and differences in cover map. For example, 
the phenology of LPJ-GUESS will change both due to changes in phenology and vegetation 
mixture. But this is a feature of LPJ-GUESS that should be taken into account in our assessment. 
This point is made clear in the revised version of the manuscript. 
Chapter 3.5 and Figures 6 and 7 are revised as follow: 
 
“3.5 Regional Variability 
 
To assess sources of biases in the LSMs, different biomes derived from the ESA CCI land cover 
map (Li et al., 2018, Figure 7a) are investigated. The GSS timings are generally delayed 
compared to observations, except for the Broadleaf Evergreen Trees (BET) and Broadleaf 
Deciduous Shrub (BDS) biomes (Figures 7f,k). In BDS-dominated regions, the Multi-Model 
Ensemble mean (MME) falls within the observational range (Figures 7f,k), but a large spread 
among LSMs exists. The BDS-dominated regions are semi-arid and transition areas, where LSMs’ 
parameterization could be more sensitive to climate conditions and parameter selection, 
especially, soil moisture. The large spread among LSMs, then, might be mostly linked to the 
differences in the implementation of soil moisture in the phenology schemes (Table 1). It is 
noteworthy that this biome covers a small fraction of the global vegetated regions. The largest 
biome (i.e. Grass in the North Hemisphere, Figure 7g), instead, exhibits a mean delay of one 
month, which is common among the LSMs except for LPJ-GUESS which falls within observed 
range. Besides, large biome variability is visible in the SH crop biome (Figure 7m). In general, 



LSMs show a larger variability in the South Hemisphere (SH) compared to the North Hemisphere 
(NH).    
GSE timings display heterogeneous outcomes (Figure 8). In general, a larger variability is 
observed compared to GSS timings. The NH Grass biome, which covers about 33% of the global 
vegetated area, exhibits a mean delay of one month which is mainly driven by JULES-ES (Figure 
8g). The SH BDS area displays a large variability among models (Figure 8k) ranging from May 
(LPJ-GUESS) to November (JULES-ES). Large biome variability appears in Broadleaf Evergreen 
Tree (BET), Grass and Crop SH biomes (Figures 8i,l,m) and NH Crop (Figure 8h). This result 
highlights the need for further investigation on the representation of crop phenology in the 
LSMs since only a few LSMs (i.e. JSBACH and ORCHIDEE) treat crops with a specific 
parameterization (Section 2). 
In general, LSMs show a higher agreement in representing GSS timings compared to GSE 
timings. Consequently, the different approaches used to describe the start of the growing 
season are relatively consistent among LSMs. In comparison, the representation of the end of 
the vegetative season requires further investigation and development.  
Note that this regional evaluation is performed based on the observed biome distribution (i.e. 
ESA-CCI map). However, each LSM treats differently the land cover and biome distribution 
(Section 2). For this reason, part of the obtained spread among LSMs derives from differences in 
PFTs representation and distribution (Table 1), which affect phenology representation in LSMs.” 
 



 

Updated Figure 6 -> Figure 7: (a) Global distribution of the main land cover types for the 2000-
2011 period based on ESA-CCI data (Li et al., 2018). Comparison in growing season start (GSS) 
timings between satellite products (LAI3g, red; MODIS, green; CGLS, blue) and land surface 
models (LSMs: MME, black; CLM4.5, dust; CLM5.0, cyan; JSBACH, dark red; JULES, pink; LPJ-
GUESS, dark green; ORCHIDEE, purple; ISBA-CTRIP, dark yellow) in (b) Needle-leaf Evergreen 
Trees (NET) in the North Hemisphere (NH); (c) Needle-leaf Deciduous Trees (NDT) in the NH; 
Broad-leaf Evergreen Trees (BET) in the (d) NH and (i) South Hemisphere (SH); Broad-leaf 
Deciduous Trees (BDT) in the (e) NH and (j) SH; Broad-leaf Deciduous Shrubs (BDS) in the (f) NH 
and (k) SH; grass-covered areas (Grass) in the (g) NH and (l) SH; crop-covered areas (Crop) in the 
(h) NH and SH (m). Note that no area is dominated by Broad-leaf Evergreen Shrubs (BES), 
Needle-leaf Evergreen Shrubs (NES), or Needle-leaf Deciduous Shrubs (NDS) biome. The 
boxplots represent the median, 25/75th percentile, and 10/90th percentile of the distribution of 
grid-points belonging to each biome illustrated in panel a. Each panel shows in parenthesis the 
percentage of global vegetated area covered by each biome. Note that the y-axis is different in 
NH and SH panels, but in both cases the summer season is central along the axis. 



 

Updated Figure 7 -> Figure 8: as Figure 7 but for the growing season end (GSE) timings. In this 
case, the winter season is central along the y-axis. 

 

Specific	comments	 

Many	sentences	are	long	and	rather	difficult	to	read.	I	suggest	to	revise	the	text	specifically	to	
shorten	some	sentences.		

We thank the reviewer. We update the text accordingly. 

L	16-19:	The	first	sentence	is	very	difficult	to	read	(very	long,	4	times	interrupted	with	references).	
I	suggest	to	split	this	into	2-3	sentences.		

We thank the reviewer for this suggestion. This sentence has been rephrased as: 

“Plant phenology and its variability have a substantial influence on the terrestrial ecosystem 
(e.g. Churkina et al., 2005;Kuchariket al., 2006;Berdanier and Klein, 2011) and land-atmosphere 
interactions (e.g. Cleland et al., 2007;Richardson et al., 2013; Keenan et al., 2014). Moreover, 



recent decades observations show modifications in both spring and autumn phenology under 
global warming (e.g. Menzel et al., 2006; Richardson et al., 2013; Park et al., 2016; Zhu et al., 
2016; Chen et al., 2020; Zhang et al., 2020). For these reasons, phenology variability is one of 
the indicators of climate change (e.g. Schwartz et al., 2006; Soudani et al., 2008; Jeong et al., 
2011).” 

L	59-60:	It	is	necessary	to	also	shortly	describe	what	the	4GST	method	actually	is	and	how	it	differs	
from	other	approaches	for	evaluating	phenology.		

We	agree	with	the	reviewer	and	update	this	paragraph	as	follow:	

	“Vegetation	phenology	can	be	assessed	by	considering	different	plant	features	and	indices,	such	as	
leaves	colour	(e.g.	normalized	difference	vegetation	index,	NDVI,	Churkina	et	al.,	2005;	Keenan	et	al.,	
2014),	the	fraction	of	absorbed	photosynthetically	active	radiation	(e.g.	Kelley	et	al.,	2013;	Forkel	et	
al.,	2015),	or	canopy	density	(e.g.	LAI	Murray-Tortarolo	et	al.,	2013;	Peano	et	al.,	2019).	Each	
methodology	presents	skills	and	limitations	(e.g	Forkel	et	al.,	2015).	In	this	work,	the	novel	Four	
Growing	Season	Types	(4GST)	methodology	developed	by	Peano	et	al.	(2019)	is	used	to	evaluate	
phenology.	This	method	proved	good	skill	in	capturing	the	principal	global	phenology	cycles	(Peano	et	
al.,	2019),	and	integrates	a	broader	spectrum	of	growing	season	modes	compared	to	previous	
techniques	(e.g.	Murray-Tortarolo	et	al.,	2013).	The	set	of	growing	season	modes	investigated	in	4GST	
are	(1)	evergreen	phenology;	(2)	single	growing	season	with	summer	LAI	peak;	(3)	single	growing	
season	with	summer	dormancy;	and	(4)	two	growing	seasons.	4GST	uses	LAI	data	to	evaluate	
phenology.	Most	ecosystem	and	climate	models	introduce	‘leaf	area’	as	a	fundamental	state	parameter	
describing	the	interactions	between	the	biosphere	and	the	atmosphere.	The	most	common	measure	of	
the	area	of	leaves	is	the	LAI,	which	is	generally	defined	as	the	one-sided	leaf	surface	area	divided	by	
the	ground	area	in	m2/m2	(Chen	and	Black,	1992).	In	addition,	LAI	is	the	key	variable	by	which	LSMs	
scale-up	leaf-level	processes	to	canopy	and	ecosystem	scale	exchanges	of	carbon,	energy,	and	water.	
This	makes	the	LAI	a	reasonable	choice	for	the	evaluation	of	the	LSMs’	phenology	(Murray-Tortarolo	
et	al.,	2013;	Peano	et	al.,	2019).”	

L	74-76:	Please	provide	the	correct	link	to	the	used	dataset	and	not	just	to	the	Copernicus	
programme.		

We	update	the	link	to	the	proper	Copernicus	page:	

https://land.copernicus.eu/global/products/LAI	

L	94-98:	How	were	these	PFTs	compared	to	the	models	that	might	use	other	terminologies	for	
PFTs?		

The biome-level analysis is performed based on the regional map retrieved from the ESA-CCI 
data. The same regional distinction, then, is applied to all the evaluated models. This choice 
allows for a standard distribution among models. We need to keep in mind that differences 
among models can derive from phenology scheme and differences in cover map. This point is 
made explicit in the revised version of the manuscript. To make this choice clear in the 
methodology section, we rephrase this sentence as follow:  



“To perform biome-level analysis, the observed ESA CCI land cover map (https://www.esa-
landcover-cci.org/) has been used to define a standard regional vegetation distribution.” 

L	156:	“mostly	according	to	the	common	CRESCENDO	protocol”:	I	which	aspects	did	the	model	run	
differ	from	the	protocol?		

We rephrase the sentence to make the difference clearer: 

“For the simulations described here, JSBACH3.2 is run offline at T63 (∼1.9°) resolution. 
Simulations were conducted without natural changes in the land cover, instead, a static map of 
natural land cover based on Pongratz et al.(2008) was used. Anthropogenic land cover changes 
were applied using land-use transitions (see Reick et al., 2013) derived from the LUH2 forcing, 
whereby rangelands were treated as natural vegetation (see also Mauritsen et al.,2019). 
Simulations were conducted according to the common CRESCENDO protocol as described in 
section 2.3, with the only difference that land-use change was already simulated starting 1700 
to avoid a cold start problem when applying land-use transitions.” 

L	267-268:	Describe	how	the	model	results	were	disaggregated	to	0.5◦	resolution	if	their	native	
resolution	was	coarser.	

We	add	this	information	in	the	revised	version	of	the	manuscript	as	follow:	

“CLM4.5,	JULES-ES,	JSBACH,	and	ISBS-CTRIP	perform	their	simulations	at	a	coarser	resolution.	Their	
output	are	regridded	by	applying	a	first-order	conservative	remapping	method	(Jones,	1999).”	

L	275-278:	It	would	be	helpful	if	a	simplified	version	of	Supp.	Fig.	1	would	be	in	the	main	text	to	
immediately	understand	the	methodology	without	the	need	to	go	to	the	supplement	or	previous	
paper.		

We agree with the reviewer and we move a modified version of Supplementary Figure 1 into the 
main text. This is the new Figure 1 in the revised version of the manuscript. Note that this 
changes the figure numbering in the revised version of the manuscript. 



 

Figure	1:	scheme	of	the	Four	Growing	Season	Type	method	used	in	evaluating	start	and	end	of	the	
growing	season.	

L	283:	But	how	was	the	timing	of	GSS	and	GSE	defined?	How	did	you	obtain	these	phenophase	dates	
from	the	linear	regression	fitted	to	the	LAI	data?		

The four linear regressions are used to distinguish the phenology type in each grid point. Once 
the phenology type is defined, the start and end of the growing season are detected when 20% of 
the LAI annual variability is reached. In case of the two growing seasons type, the critical 
threshold is defined twice: one for each growing season cycle. Areas featuring annual LAI 
changes smaller than 25% of the mean LAI are defined as evergreen regions. This information is  
summarized in the revised version of the manuscript as follow: 

“The 4GST method allows to evaluate start and end of the growing season and the global spatial 
distribution of four main growing season types: (1) evergreen (EVG); (2) single growing season 
peaking in summer (SGS-S); (3) single growing season with summer dormancy (SGS-D); (4) two 
growing seasons (TGS). The EVG type is identified when relative changes in LAI annual cycle 
are smaller than 25% of local LAI mean value. Note that GSS and GSE timings are not detected 
in EVG areas. The other three types are distinguished based on LAI slopes and transition timings 
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as illustrated and summarized in Figure 1. When one single growing season is identified, SGS-S 
and SGS-D are discerned based on the peak-month (i.e. in the Northern Hemisphere (NH) SGS-S 
is detected when LAI peak occurs between April and September, otherwise, SGS-D is detected, 
vice versa in the Southern Hemisphere (SH)). The timings of start and end of the growing season 
are identified through a critical threshold set to 20% of the annual LAI cycle (Figure 1). TGS, 
instead, is identified when two growing seasons at least three-month-long are detected and GSS 
and GSE timings are identified for each cycle. Further details can be found in Peano et al. 
(2019).” 

L	285-287:	If	the	precision	of	the	method	is	only	1	month,	how	can	you	report	biases	of	0.5	months	
for	GSE	and	0.6	months	for	GSS	in	the	abstract?		

We think this phrase is misleading in this part of the manuscript. For this reason, we delete it in 
the revised version and add this point in the discussion section of the revised version of the 
manuscript: 

“Another limitation of the present evaluation is the monthly temporal frequency. Data at a 
higher frequency, indeed, might lead to a more detailed bias assessment. The use of a different 
temporal frequency may also influence phenology type detection. For example, Peano et al. 
(2019), that uses 15-day LAI data, detect a slightly different distribution of CLM4.5 SGS-D and 
TGS types in Australia, Horn of Africa, and Brazil. Similarly, Zhang et al. (2019), which 
analyses CLM4.5 in Northeast China with 8-day LAI data, obtain TGS type in areas recognized 
as SGS-S in the present analysis.” 

L	321-323:	I	rather	think	that	there	is	a	different	reason	for	not	detecting	evergreen	phenology	in	
northern	forests	in	the	LAI	datasets:	In	the	northern	needle-leaf	evergreen	forests,	tree	cover	is	
only	between	40%	and	60%	at	the	used	resolution	of	0.5◦.	Hence	a	large	part	of	the	LAI	seasonality	
in	this	regions	comes	either	from	the	understory,	from	gaps	or	grasslands	which	indeed	show	a	
seasonality.		

We thank the reviewer mentioning this mechanism. The gridded LAI data accounts for the LAI 
variability of the set of PFTs available in the grid-cell. For this reason, the understory in these 
areas may influence the grid-level LAI seasonality. We add this mechanism in the revised 
version of the manuscript as follow:  

“It is noteworthy that the evergreen type is correctly detected in the broad-leaf evergreen 
tropical areas in both satellite observations and LSMs (Figure 3). On the contrary, the high-
latitude needle-leaf evergreen regions are partially represented in LSMs, while satellite data do 
not catch these areas due to satellite limitations resulting from the impact of cloud and snow 
cover on light availability during the winter season (see Section 4.2). Besides, the variability of 
understory and secondary PFTs may influence LAI seasonality representation.” 

Figure	5:	By	looking	at	the	large	variability	of	the	satellite	datasets	at	below	40◦S,	I’m	wondering	it	
the	same	grid	cells	were	used	fro	all	datasets	and	models.	How	were	the	latitudinal	gradients	
averaged	over	regions	where	one	dataset	or	model	shows	EVG	phenology	(hence	no	GSS	and	GSE	
dates)	but	the	others	did.	Was	the	same	land/sea	mask	and	no	data	mask	used	for	all	datasets	and	



models?	I	assume	that	major	differences	between	datasets	and	models	originate	also	from	the	
choice	of	the	grid	cells	that	were	included	in	averaging.		

We thank the reviewer pointing out this aspect of the latitudinal evaluation. The large variability 
in the region below 40°S may be linked to the reduced amount of vegetated area. When the 
comparison is made on a few grid-points, then, the impact of EVG grid-points is more evident. 
For this reason, we describe this mechanism in the revised version of the manuscript:  

“Large variability is spotted in the region below 40°S. The reduced amount of vegetated land 
area may cause this behaviour. A different growing season type detection in this area, such as a 
different size of the evergreen region (Figure 2),  may, indeed, extensively influence the GSS and 
GSE detection, which is the case for the satellite products (Figure 6), especially LAI3g.” 

L	453:	The	maximum	LAI	value	is	also	affected	by	the	spatial	resolution	of	the	aggregated	dataset	
because	high	values	are	increasingly	averaged	towards	lower	values.		

We thanks the reviewer to point out the limit given by the regridding procedure. We revise the 
text as follow: 

“LAI satellite data are also affected by the applied regridding and gap-filling algorithms, which 
could create spurious seasonal cycles as well as smooth the observed phenology season (e.g. 
Kandasamy et al., 2013; Chen et al., 2017). In addition, the observed reflectance saturates in 
regions characterized by dense canopies reaching prescribed LAI upper limits (e.g. 7.0 m2/m2 in 
MODIS and LAI3g; Myneni et al., 2002; Maignan et al., 2011).” 

L	481:	Please	avoid	paragraphs	that	consist	only	of	one	line/sentence.	 

We thanks the reviewer for this suggestion. We change the text accordingly. 

 

 

 


