
Reply to reviewer RC2

We thank the reviewer for very helpful, detailed and constructive comments. We have done our best to 
address the suggestions and will improve our manuscript accordingly. Our responses and the actions we
will take are detailed below, embedded in the text of the review. Line numbers refer to the version that 
was submitted for review.

Short summary

The authors describe measurements and model results of snow properties and light extinction is 
snowpacks in Nunavik, Northern Quebec, Canada. The two main findings are (1) black carbon, and not
mineral dust, dominates the light extinction within snowpacks without shrubs and (2) buried shrub 
branches influence radiation extinction in snow locally.

General comments

This study and its major findings are well supported by a high quality dataset. The findings are 
interesting and relevant although a quantification of the branch effect would have been desirable. 
Independent estimates of black carbon content from a laboratory analysis would also help in further 
studies. The paper is well written and includes all information needed to understand the results.

We thank the reviewer for this encouraging comment. We agree that a quantification of the branch 
effect would have been desirable. Unfortunately, findings from field measurements can be 
unpredictable, especially for first-time measurements (like irradiation measurements in snowpacks with
shrubs) and when acquisitions are taken under difficult meteorological conditions and in remote areas. 
We admit that there is an exploratory character to this investigation. 

My major comment is, that the paper would greatly profit from a separation of the results and the 
discussion section (both new sections structured in the same subsections). I think that in this way, it 
would be easier for the reader to distinguish between new results and older references and general 
findings. The following paragraphs can be moved to the discussions almost as they are: lines 51–91, 
367–372, 401–410, 469–472, 504–519, 525–527, 529–553, 567–587.

Separating results and discussion is in general preferable. However, in this case where results 
presentation is modified and optimized based on preliminary conclusions from previous results, 
separation would lead to repetitions. For example, the early conclusion that absorption by BC is 
important allows for a clearer and more focused presentation of subsequent results. 

We will restructure our results and discussion sections to distinguish more clearly the results from the 
conclusions that were drawn from these results. We hope that like this it will become clearer what is 
result and what discussion.

Furthermore, I am missing some interesting discussion points that could be included in the new 
discussion section:

Microtopography Does it affect your results that your measurement sites were situated on a wind-
exposed plateau (lines 114–115)? Snow properties are likely different between sheltered valley 
locations and plateaus, even without shrubs.
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It is true, of course, that both vegetation and topography do affect accumulation and therefore snow 
properties. However, among the sites we studied there are no sheltered valleys and the 
microtopography is thus such that snow accumulation at the time of measurement was not all that 
variable. Since the variations are not very important within the relatively small area we studied, we 
cannot contribute any new conclusions based on the data set presented in this study. We will however 
add to our discussion in line 544 that microtopography was not variable and therefore did not have an 
important influence on variations in snow properties.

Weather conditions Did the weather conditions influence the results (lines 156–157)? Can the reduced
quality of the profiles on 23 November be attributed to shadows on the snow?

Yes, shadows impact the quality of the measured irradiance profiles. Important are both, the shadow of 
the operator and the shadows created by protruding branches. If the operator stands opposite to the sun,
he creates less shadow in the profile during sunny days compared to overcast days. This is counter-
intuitive because shadows are not visible during overcast days. For branches that protrude close to the 
irradiance profile, they are likely to have an effect at depth. The depth of influence is ~ 1-2 x equal to 
the size of the shadows due to the diffusion. 

The effect of shadows was not considered in the presented manuscript and we will add in lines 475 that
sunny conditions and the effect of the shadow of branches have likely contributed to the high 
variability of the extinction coefficient.

Spatial heterogeneity I assume that even without shrubs, and definitely with shrubs, the snowpack is 
highly spatially heterogeneous. Did you do additional irradiance profiles not accompanied by snow pits
(which are much more work)?

Measuring additional irradiance profiles which are not accompanied by snow pits would indeed allow 
to show the variability of irradiance on a larger area. However, without snowpits it would not be 
possible to interpret the measured variability. For this reason, such measurements were not done in our 
2015 field campaign. Nevertheless, as the reviewer highlights in her comment, this exploratory study 
does suggest that it would be interesting to dig deeper into the variability of irradiance, and future 
studies should envisage this strategy.

ZOI3 and ZOI4 Please add some discussion on why ZOI3 and ZOI4 do not seem to support your main
conclusion that black carbon is more important than mineral dust (Table 2).

ZOI3 and ZOI4 are generally very clean snow layers with negligible amounts of light absorbing 
impurities. Given that the objective of the impurity analysis here was to determine the significant 
absorbers only, we excluded mineral dust from that list. In those snow layers where the spectral 
signature of dust returned a good model fit, mineral dust appeared only in trace amounts and had thus a 
very limited radiative effect. We therefore think that our conclusion holds true that BC is the most 
important absorber for the snowpack. We will add this explanation in line 353.

The reviewer is right, however, that for an exhaustive study on impurity type and concentration, it 
would be crucial to further analyse those trace amounts of dust. This, however, goes beyond the scope 
of this study which was aimed to better understand the effect of branches. An analysis on impurities 
would require different measurements as mentioned in line 371 ff.

2



Non-local effects Although radiative heating of branches buried in the snow have a mostly local effect 
(as you write), I think it would be good to discuss also possible non-local effects such as percolating 
melt water.

In the snowpits we observed indicators for melting and percolation, such as ice lenses and melt-freeze 
crystals, only close to branches. Percolation in snowpacks with shrubs is heterogeneous and would be 
initiated preferentially near branches. If branch-induced percolation is limited, it would thus be found 
mostly close to branches. Percolation and melt-freezing remain then local effects, which is what we 
observed in the snowpacks of this study. However, in a case of extensive melting, percolation may 
extend further from branches. We will add this discussion to the manuscript on line 544.

Effect size I understand, that it is difficult to quantify the effects of buried branches if the BC 
concentration is unknown. However, I would like to read some discussion on that topic. Maybe, you 
can also add a (very rough) estimate based on simplified assumptions? You write the effect is "weak" in
abstract and conclusion, but it is not clear to me why.

From IMP1, IMP3, and BRAN1 in Figure 7 we can see that the presence of branches reduces light 
absorption for wavelengths  > 680 nm compared to a snowpack with only snow and BC. This reduction
of the absorption coefficient ranges at 700 nm between 2-12 m-1 and at 800 nm between 12-27 m-1. We 
will include this information in our discussion text in line 519. However, quantifying the effect of 
buried branches further will be difficult. We learned from the impurity analysis that BC concentrations 
can vary between 7 and 184 ng g-1, and making a safe assumption on BC concentrations in our snow 
with branches is therefore impossible. We understand that this is frustrating, but the unexpected 
variation in BC is simply not allowing for a quantitative estimate of the branch effect.

Our mistake was to use “local” and “weak” interchangeably. There are layers in snowpacks with shrubs
without a trace of a radiative impact of branches, like IMP2 in Figure 7, suggesting that the effect of 
branches in snow is not global but local. The reviewer is right, however, that the effect of branches may
be strong at a local scale. We will remove the word “weak” from the manuscript and replace it with 
“local”.

As second general comment I would suggest to reduce the total number of figures while increasing the 
figure content as described in detail for each figure below. Figure quality could easily be improved with
bigger fonts and joint axes for multiple panels. Please use pdf as figure format (in every step of saving 
the figure) and not a pixel graphic (except for pictures) to avoid blurry text and allow the reader to 
zoom in.

As suggested by the reviewer, we will use joint axes for multiple panels and increase fonts were 
possible. For a potential publication, high quality vector graphics will be submitted solving the problem
with blurriness. Our answers to comments below contain more details on figure modifications.

Specific comments

Short summary (online) The short summary only includes the branches and not the black carbon 
results (which are also interesting).

It is true that the short summary focuses on branches. This is because the aim and novelty of this study 
was to better understand the effect of branches, and given the limited room we decided to include only 
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the branch effect in the short summary. We will modify the last sentence of the short summary to state 
that BC was found to be the strongest absorber at our study sites.

47–49 Please add another reference. Pelletier et al.,2018 do not discuss the light distribution in snow, 
rather snow depth in general and the formation of depth hoar.

We will add the publication of Dombrovsky et al., 2019 (DOI: 10.1016/j.jqsrt.2019.02.004 ).

Introduction The introduction is very informative but a bit too long. I suggest to move parts of lines 
51–91 to the (new) Discussions section and remove detailed methods from lines 92–105.

Considering the interdisciplinary readership of Biogeosciences we decided to give precedence to a 
longer and more informative text in order to provide a suitable introduction to the physical, 
glaciological and biological aspects of this study. However, following the comment of the reviewer we 
will move the following lines of the introduction into a discussion section:
1) 62-68
2) 79-86

We feel that all other information in lines 51-91 is relevant to an introduction and to the full 
understanding of the methodology and results.

We will also remove the details on the method in lines 98-103.

Figure 1 I find it hard to compare the two different datasets as the y-axis is very different and the grid 
does not match both axis. Please compare reflectance of branches with reflectance of clean and dirty 
snow and show absorption of different particles per meter of snow in a second panel.

The figure was designed to highlight the different absorption behaviour of shrub branches and 
impurities at wavelengths > 700 nm. However, we understand that the figure is difficult to read given 
the different y-axes. We suggest replacing the current figure with a figure showing co-albedo values of 
branches, snow with BC, snow with dust and clean snow.

We think showing co-albedo instead of albedo will allow for a more intuitive understanding of the 
reminder of the study, which focuses on absorption rather than reflectivity (although one is of course 
linked to the other ... ).

115 Are all sites on the "wind-exposed plateau", even the sites with taller shrubs?

Yes, all sites are on the wind-exposed plateau. However, the North sides in Figure 2 tend to be a bit 
windier and to have slightly less snow. We will add this distinction in line 115 and add to Table 1 if the 
position of the snowpits was in the northern or southern part of the plateau.

Table 1 What do you mean by "average snow height"? As far as I understood, these are 7 snow pits 
with one snow height each. Did you measure snow height and shrub height at multiple points in the pit?
If yes, please do not only show mean values but also the variability.

The word “average” sneaked in here without a reason. As the reviewer understood correctly, each snow
pit has one snow height. We apologize for that mistake and will remove “average” from our text.
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In the current table it is a bit confusing, why shrub height changes that much between the dates.

Digging a snow pit and conducting the measurements within is a destructive process. Snow pits can 
therefore not be re-measured at the exact same location but have to be moved by a few meters each 
time. This is why the shrub height changes, as shrubs don’t have the same height at each location. We 
will add this explanation in the new text.

Furthermore, I would like to see whether shrubs protruded the snow at all times and shrub sites or 
whether they were sometimes completely buried.

We are not sure to understand the reviewers comment here. We were not aiming at creating a time-
series and therefore didn’t take daily pictures of each snow pit which show whether branches were 
sometimes completely buried. The last column in Table 1 indicates the height of the protruding 
branches for those days when we measured the snowpits. We will rename that column to “Height of 
protruding branches” and add the information to the text by how much branches were protruding 
during the snowpit measurements.

Please also include the weather conditions during the radiation measurements. Please highlight the 
names of the layers analysed in your paper (like ZOI1, BRAN4) in this table.

As requested by the reviewer we will add 2 columns to Table 1, one each for the weather conditions 
and the names of the analyzed layers per snowpit.

Figure 3 Which ZOI is this?

It is ZOI 2, from the profile measured on 22 November (the date is indicated at the top of the figure). 
We will add “Subsequently referred to as ZOI 2” to our caption.

Methods It would be very helpful to see pictures of the measurement sites and landscape. Maybe this 
could be a second/third panel in Figure 2.

As suggested, we will add a picture of the measurement sites in Figure 2 and submit a supplementary 
material document with more pictures of the landscape.

Figure 4 What is AFEC? Please avoid new (any) abbreviations in figures.

The abbreviation AFEC will be removed and updated to ke_calc.

Figure 4 (a) is the same as Figure 7 (a). As Figure 7 is much more comprehensive, I suggest to add the 
additional line of Figure 4 (b) into Figure 7 (a) (in a different colour) and omit Figure 4.

True Figure 4(a) and Figure 7 (a) are the same. However, the message for each of the figures is very 
different and we would therefore keep both figures in the manuscript for more clarity.

Also the other panels of Figure 7 could profit from an additional line showing simulations with mineral
dust. Especially ZOI3 and ZOI4, which reveal similar/better results when including dust instead of BC. 
R 2 and RMSE can be omitted from the figure if you refer to Table 2.
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Please see our answer two comments further down.

Table 2 Why are ZOI3 and ZOI4 separated by a line?

The separation between ZOI3 and ZOI4 by a line is a graphical error, we apologize for not having 
noticed it and will correct this. 

In this table ZOI3 stands out as the fit with mineral dust is almost as good as the fit with black carbon; 
for ZOI4, only dust is even better that BC and the estimated BC concentration is very low. This was not
mentioned in the text. It would be good to also show these examples in Figure 7. Please include this 
and the possible reasons in the discussion instead of just saying "Therefore, from now on we will 
assume that BC is the dominant impurity type for the remainder of this study." (lines 366–367)

The text fails to mention that in ZOI4 the “dust only” simulation returns a slightly better fit. We will 
add this to the text.

However, we feel that our conclusion is still true that “BC is the only significant absorber in snow 
without shrubs and that absorption due to dust is negligible. (355-356)” As we mention in lines 369ff, 
this doesn’t mean that dust is not at all present in the snow, but that its effect is too weak to consider in 
this analysis which focuses on the radiative branch effect. We think that considering dust, and including
the dust plots of ZOI3 and 4 to Figure 7, would only complexify the problem. Adding a second 
impurity type with unknown concentration to the branch analysis will not help our understanding of the
radiative effect of branches. We will therefore supply the graphs with dust simulations in a 
supplementary material section. We will also stress in line 366 that BC is the principal absorber for the 
snowpack in general, as opposed to the principal absorber in any given layer. 

Figure 5 Please increase the font sizes. As all three panels have the same axes, it would be good to 
place them all in one row with joined y axis. this would save a lot of space and facilitate the 
comparison. I think it would be good to include results from the fit with dust in panel (c) as these ZOIs 
had a similar/better fit with dust than with BC. If the panel gets to busy with the additional information,
you could add a fourth panel.

As suggested by the reviewer, we will place the panels in a row and use a joint y-axis. For the reasons 
given above, we are hesitant to include the results of the dust simulations as well, as this study really 
focuses on the effect of branches and adding dust would complexify the problem without adding new 
insights to the branch effect analysis.

However, we understand that for many readers it is interesting to see the possible effects of dust and we
will add the requested additional information for dust for panel (c) in the supplementary material.

I also suggest to combine this figure with Figure 6 in a similar way as Figure 7. In this way, it would be
easier to compare extinction with and without branches.

We understand how merging Figure 5 and 6 makes it easier to compare simulation results for snowpits 
with shrubs and shrub-free snowpits. However, in this case we feel that merging both figures is 
complicated because it creates a very loaded figure. As both figures have different messages, we think 
that keeping them separated makes it easier to understand the presented study.
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Figure 6 Please increase the font sizes. As all four panels have the same axes, it would be good to place
them all in two rows with joined y axis or x axis, respectively (the labels IMP1, BRAN1,... can be 
moved into the plot area). In this way the size of the panels can be increased while the complete figure 
does not need more space.

We will modify Figure 6 as suggested by the reviewer.

496–497 What about IMP1? It also seems to diverge.

We are not sure to fully understand the reviewers comment. We agree that for IMP1 the measured and 
calculated curves diverge, this was written in lines 494-496. We will modify the text in line 504 so that 
it clearly states how we explain the divergence in IMP1 as well as in IMP3, BRAN1 and BRAN4.

498 R 2 is always between 0 and 1, R ranges between -1 and 1. Did you confuse it with another 
variable? I assume that R 2 is Pearson’s correlation coefficient (standard naming convention). This 
should be specified in the methods.

As the reviewer indicates, in standard naming convention R is the Pearson’s correlation coefficient and 
R2 is the coefficient of determination. In some cases R2 can indeed be equal to the square of R, however
it is actually calculated by:

R2 = 1 – (SStotal  / SSres),

where SStotal is the sum of squares of the vertical distance of all points to a horizontal line (called the 
null hypothesis) and SSres is the sum of squares of the vertical distance of all points to the model (see 
also sketch below). The horizontal line for the null hypothesis corresponds to the mean of the Y values. 
Eq. (1) shows that R2 is not actually the square of anything, although the name intuitively suggests it.
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It is true that R2 usually varies between 0 and 1, because the variation explained by a model should be 
better than that explained by the simple mean of the Y values, and thus R2 should be greater than 0 
(otherwise you could just use the mean and have a better performing model). However, R2 can be 
negative when a constraint is applied to a model. For example, when forcing an intercept or, as was 
done in the presented study, when fitting the model to only part of the spectral data. Applying such a 
constraint can result in a model which performs worse than the null hypothesis and which therefore has
a negative R2 value. In the presented study, the spectral curves for snowpacks with branches (e.g. 
Figure 7, BRAN1) had an almost horizontal form and it was therefore particularly easy to obtain a 
negative R2, even for models that visually have a moderately good fit for most of the spectral range 
(e.g. Figure 7, IMP1).

What negative R2 values indicate is that the chosen model is no good in reproducing the measured data.
However, the model we used in the presented study is missing one component, i.e. the absorbing effect 
of branches, and it is therefore not surprising that it has a poor fit. The misfit between model and 
measured data was intentionally used to highlight the effect of branches.

We will revise the text to clarify the meaning of a negative R2 value without going into too much detail.
Otherwise, a very good explanation on the R2 value can also be found in the cited publication of 
Motulsky and Christopoulos, 2003.

Figure 7 The writing in this figure is too small and blurry. Please use joined the axes to allow bigger 
panels.

We apologize if the figure annotations were difficult to read. We will submit vector graphics for a 
potential final publication which will reduce the blurriness. As suggested we will join the y-axes for 
each of the rows in the figure to make the plots bigger.

Are the spectra averaged over the complete layers?

To obtain the spectral extinction coefficients (ke_meas) as shown in Figure 7 we used the method 
developed by Tuzet et al. 2019, which is also illustrated in Figure 3 and explained in lines 274 to 281. 
The spectra are not averaged over the layers but correspond to the slope of the linear regression made 
for the irradiance data in the layers. The slope obtained from the linear regression corresponds to the 
extinction coefficient ke_meas.

Please also show ZOI4, IMP4, BRAN2 and BRAN3. I understood, that those were to noisy to perform 
calculations, but still I find it interesting to compare them visually to the other spectra.

The spectral extinction coefficient as shown in Figure 7 can only be obtained in layers where irradiance
decreases linearly and where the extinction coefficient is a constant (Figure 3). As the profiles of ZOI4,
IMP4, BRAN2 and BRAN3 are too noisy, such layers with a linearly decreasing irradiance don’t exist 
and it is unfortunately impossible to calculate the spectral extinction curves for those layers. Note 
please that irradiance at ZOI4 has a linear decrease at 400 nm (see Figure 5c), but becomes noisy at 
longer wavelengths for which snow is more absorbent and which therefore penetrates less deep.

R 2 is always between 0 and 1, what are your numbers of IMP3 and BRAN1?

Please see the comment above.
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Maybe remove the R 2 and RMSE from the figures and include them in Table 2.

We think that having R2 and RMSE values in the same figure is more convenient because it avoids that 
the reader has to scroll back and forth between the figure and the table.

500–501 "..., calculated values can fit the observed values less well than a horizontal line (= the null 
hypothesis) which results in R 2 values below 0." This is a strange interpretation of the R 2 . R 2 cannot
be negative as it is squared (and you work with real numbers, I suppose). Negative values of R indicate 
that the dependent variable decreases if the independent variable increases and vice versa. A value of R 
= −1 is a very strong relationship and not a poor fit. I do not understand your comment about a 
horizontal line. This seems impossible as k e varies as a function of λ.

We hope that with the explanation given above this is clearer now. As mentioned above we will revise 
the text to clarify the meaning of a negative R2 value. We will also include the equation to calculate R2 

as shown in Eq. (1) in this document.

454–455 & 488 You write that IMP4 and BRAN3 had a worse quality ("log-irradiance profile was less 
regular", "signal-to-noise ratio was too low"). As shown in Figure 6c, IMP4 and BRAN3 were 
measured under sunny conditions. Would that be a possible explanation of the decreased quality of the 
profile measurements? I imagine that branches above the snow cast irregular shadows which influence 
the irradiance profile in different depth as compared to your reference sensor.

The different influence of shadows on measured profiles vs. the reference sensor would not change the 
quality of the measurement. The reference sensor was only used to ascertain that the illumination 
conditions were stable during the measuring period. We recorded only the % change in the incoming 
light intensity. These reference measurements were not used to correct the measured irradiance profiles 
in any way, but only to discard profiles where the light intensity varied more than 3% during 
acquisition.

Nevertheless, during sunny conditions the shadows cast by branches on the snow surface will indeed 
have an impact on the quality of the irradiance profile with depth. In general, the effect of shadows is 
attenuated with depth, while the area affected by the shadow increases. For example, a point shadow at 
the surface has a cone-shaped effect with depth, i.e. a circle that is extending with depth (with radius = 
depth). Within the snowpack, shadows cast by individual branches at the snow surface create a 
complex 3D field of light because the effect of the different shadows overlap. Thus for a given point (x,
y), the I(z) profile decreases and increases because of variations in the influence of different shadows 
and open areas. As the reviewer suggests, this could be one explanation for the irregular profile and 
variations observed in the extinction coefficient in IMP4 and BRAN3 in Figure 6(c), and we will 
include this in the discussion text.

We will also add in line 475 that I(z) can be influenced by 1) snow absorption and its impurities, 2) 
branches buried in the snow near the profile due to the extra absorption by the branch, and 3) in sunny 
conditions, the complex 3D field of shadows cast by protruding branches. 

By the way, was the reference sensor located above or below the branches? Please include the profiles 
in Figure 7, add information on the weather to Table 1, and discuss the effect of direct sunlight and 
shadows in a (new) discussion section.
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The reference sensor was located on a branch-free snow surface next to our measuring spots. However, 
this has no impact on our measurements because, as mentioned above, the sensor was only used to 
monitor the change in intensity of incoming radiation.

The information on weather will be added to Table 1.

525–532 You describe the heating effect as very local. However, I wonder what happens to the melt 
water. If the water percolates through the snow and refreezes in different parts, this would lead to a 
significant transfer of energy to deeper layers of the snowpack. Please discuss such non-local effects!

The transfer of latent heat by melted, percolated and re-frozen water is a considerable factor in the 
snow energy budget. For example, the amount of transferred latent energy by only 1 g of water is 1 to 2
orders of magnitude larger than the transfer of sensible heat through a snowpack with a thermal 
gradient of 20K m-1 and a thermal conductivity of 0.05 W m-1 K-1. In our manuscript we have not made 
any distinction between the sensible and latent heat transfer processes associated with buried branches 
and we will add a discussion in line 544. 

The latent-heat effect caused by branches may be non-local if melting expands spatially and affects the 
whole snowpack. However, this is not what we observed in late fall (November and early December), 
when melt-freeze indicators were found close to branches. We think intuitively that when melting 
occurs only because of radiative heating of branches, then meltwater production would be local and 
limited. This is especially true in late fall, when irradiance is limited, too. It may not be true in spring 
(April and May), when irradiance increases. Based on the observations in this study, we have to 
conclude that both the latent and sensible heat effects of branches are local in late fall. However, future 
studies conducted in spring may find a non-local effect, when the radiative heating of branches 
increases with increasing incoming radiation.

529 "broad" seems the wrong word. I think "non-local" would be more precise.

As suggested “broad” will be replaced by “non-local”.

Figure 8 Panel (c) does not seem to fit the message of this figure. It looks like a branch on a tree above 
the snowpack. In this case, wind can also remove snow, not only localized melting. Maybe remove that 
panel (or explain it in more detail).

Panel (c) actually shows a branch of a shrub which was buried by snow and which we cut-off before 
taking the photo. Attached to the branches are large clusters of melt-freeze grains which melted locally 
and refrozen around the branch. For a better understanding, we will present a zoom-out version of the 
photo showing the entire branch as well as a zoom-in on the melt-freeze grains. We will also explain in 
the caption that this is a picture of a buried branch extracted from the snowpack for the purpose of 
taking a picture.

567–587 The (new) discussion section could start (rather than end) with this part, as results on BC are 
also shown before results on branches. It can also be merged with lines 401–410 and 367–372.
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This is one interesting possibility for organizing the manuscript. However, we wish to keep the focus 
on our initial goal: investigate the effect of branches of light propagation in snow. Since the effect of 
impurities was unexpected but nevertheless had to be discussed, we prefer to discuss that point at the 
end, not the beginning, to stay consistent with our main objectives. 

594–596 State briefly the possible implications of dirty Arctic snow.

As suggested we will state that impurities in Arctic snow accelerate snow melting in spring and can 
also amplify the impact of warm spells in autumn.

596–597 Do not devalue your own study. You found important indications. Of course you can suggest 
further research, but rather in a positive phrase like: "Based on our results, we suggest further research 
on the regional and long-term importance of waste management in Arctic regions."

Thank you for this comment. We will change the sentence as suggested.

598–604 Some more implications of your results would be good here. Maybe you can mention (again) 
the snow insulating properties and their importance for permafrost/flora/fauna?

As suggested we will add that the local modifications of snow physical properties and thus of snow 
microstructure may impact insulating properties and thus affect the thermal regime of permafrost as 
well as flora and fauna.

598 How come you classify the effect as "weak"? As far as I understood, you were not really able to 
quantify it. The estimated BC concentrations (especially at BRAN4) may be much higher that the 
"true" BC concentrations as, in the model, they include the branch effect at 400–450 nm.

As mentioned above our mistake was to use “local” and “weak” interchangeably and we will remove 
the word “weak” from the manuscript and replace it with “local”.

605–608 This does not seem to justify the co-authorship of F. Domine and L. Arnaud.

L. Arnaud and G. Picard developed the instrument used in this study. F. Domine obtained funding, 
which was critical for the execution of this project, and was also actively involved in designing the 
field protocol and writing this manuscript. We will modify the author’s contribution text to contain a 
more detailed explanation of each author’s contribution.

References Please add the missing DOIs. The poor formatting of the references makes it hard to find 
details on papers.

Thank you for highlighting this, the missing DOIs will be added.

Figure A1 Is Layer L1 the same as ZOI1? Please use consistent names and bigger fonts. The figure is a
bit lost here in the appendix. How about combining it with Figure 3 (using the same example, of 
course)? Please change the word "plots" to "lines" ("red lines" and "black lines").

We will change the figure as suggested. We will also group this figure with the other dust-related 
figures in the supplementary material.
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General It would have been more convenient if you used hyperlinks so I could click on the references 
and links.
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