
Reviewers comment: 

 

Authors’ response to the comment made by the two reviewers on the choice of parameter 'k' 

for the growth vs Ni curve fitting is not adequately responded. The authors state that the 'k-

value was adjusted visually to fit the data. The choice of 'k' should be statistically sound. For 

instance, a minimum possible 'k' may be chosen such that the 95% confidence interval of the 

fit, indicated in the graph, covers the observed variability in growth rate against Ni. Or else, 

the allowed 'wiggle' (which increases with increasing 'k' value) in the fitted curve may be tied 

to the precision in the growth rate estimation. 

Response:  

We thank the reviewer for pointing this out and think that the following clarifications should 

solve any remaining doubts over the selection of the ‘K’ value. We first and foremost checked 

all statistical analyses using the function ‘gam.check’ in the package ‘mgcv’ (Wood, 2022). 

This check provides a number of parameters which are used to assess the selection of the ‘K’ 

value. In ‘gam.check’ results, the p-values are for the test of the null hypothesis that the basis 

dimension (‘K value’) used is of sufficient size. The small p-value indicates the GAM has 

missed a pattern or trend within the residuals (Wood, 2022). Therefore, we ensured the p-

value was not ‘too low’ (<0.05) but please note that there is no given value which is considered 

to be low. If the p-value was smaller than 0.05, we increased the k value by 1 and check again 

by using the ‘gam.check’ function until the p-value was higher than 0.05. In this way, we kept 

the ‘K’ value the smallest number to be able to explain the trend of responses. 

In the case of our statistical analysis, we believed that it was more important to set the ‘k’ value 

lower rather than high. In our experiment, we assume a smooth change, such as an optimal 

performance curve, in physiological performance in phytoplankton from different Ni 

concentration media. A high ‘k’ value resulted in smoothers that were fitted to values that in 

our experience would have most likely been measurement error. It is stated by Wood (2022) 

that the “exact choice of k is not generally critical: it should be chosen to be large enough that 

you are reasonably sure of having enough degrees of freedom to represent the underlying 

‘truth’ reasonably well but small enough to maintain reasonable computational efficiency. 

Clearly ‘large’ and ‘small’ are dependent on the particular problem being addressed.” 
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