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Supplement 1: documentation of the MeEP methane module

1.1 Summer fluxes

In ponds, methane (CH4) is produced in the anoxic bottom sediments when temperatures permit. If the pond is
ice-free, this methane evades through three pathways: Diffusion, plant-mediated transport, and ebullition. To
model these pathways and the distribution of produced methane between these pathways, we make the following
main assumptions:

1. Production and emissions are in equilibrium in each time step and, consequently, the methane con-
centrations in the water column are stationary. This means that the time-derivatives of the methane
concentrations and fluxes are all zero in each time step.

2. There is no lateral mixing of methane between the vegetated part and the open-water part of the pond
in summer. Thus, methane transport in both parts of the pond can be treated separately.

3. In summer, the whole water column is well mixed, and the methane concentration throughout the water
column is constant.

Following assumption 2, we can model the overgrown and the open-water part of the pond separately. Only for
the overgrown fraction plant-mediated transport is considered.

1.1.1 Methane in the sediment

Methane is produced in the sediment, and the production is dependent on the sediment temperature Tb [K]
and the base productivity P0 [mol m−3 s−1]. P0 is a tuning parameter and separately tuned for the overgrown
and open-water parts of the ponds (Ström et al., 2003). We assume that most methane is produced at the top
of the sediment (z = 0 m), and the productivity reduces exponentially further down the sediment (z > 0 m)
(Stepanenko et al., 2011):

PCH4
(z) = P0 · e−az · q(Tb−273.15)/T10

10 · fprod [mol m
−3

s−1]. (1)

q10 and T10 [C] are constants describing the temperature dependence, while a [m−1] determines how quickly
the methane production decreases with sediment depth. Since methane production has been reported to reduce
quickly with sediment depth (Knoblauch et al., 2015), we set a to 20 m−1 (see Tab. S3). With fprod we take
substrate availability into account. This dimensionless factor is based on Walter et al. (2001) and represents
both the productivity of the plants and an estimate for the litter fall: We assume that carbon availability is
correlated with the net primary productivity (NPP), and that net primary productivity is roughly half of the
gross primary productivity (GPP). Since the methanogens do not use all the substrate within the same time
step, we apply a running average on NPP with a window length of one month split methane production into a
part dependent on NPP (75%) and into a base productivity (25%) based on findings by Bouchard et al. (2015)
and Dean et al. (2020). For the open-water part of the pond, we additionally assume that the carbon availability
decreases with the open-water fraction and multiply the NPP-dependent term with tanh(Av/Ao), where Av is
the overgrown area of the pond, and Ao is the area of the open-water fraction.

Since the fraction of the sediment where methane is produced is shallow, we can assume a constant temper-
ature in the sediment layer and integrate Eq. 1 from the top of the sediment (z = 0 m) to the bottom of the
unfrozen sediment (z = hs) resulting in

PCH4
=
P0

a
· q(Tb−273.15)/T10

10 · (1− e−ahs) · fprod [mol m
−2

s−1]. (2)

We use Eq. 2 to simulate the production of methane in the sediment when the temperature in the topsoil
exceeds the freezing point. As soon as the sediment freezes, we set the methane production to zero.

The methane fluxes out of the sediment reach their maximum when the methane concentration in the
sediment is as high as physically possible. The methane gradient between the sediment and the water column
is maximal at this concentration. The saturation concentration is reached when methane starts to gas out and
form bubbles. Bubbles forming in the sediment can contain any gas present in the sediment. The most abundant
gas in air is nitrogen, so it is also the most abundant gas in the sediment, and, apart from methane, the main
constituents of bubbles in the sediment (Walter et al., 2008). Thus, we approximate that the bubbles contain
only methane and nitrogen to derive the saturation concentration. Under this assumption, the concentration of
methane is limited by the hydro-static pressure ph (Pa) and the partial pressure of nitrogen (N2) (Stepanenko
et al., 2011; Bazhin, 2001). To compute the saturation concentration of methane, we assume that N2 decays
exponentially in the sediment and is in equilibrium with the atmosphere in the water column (c(N2, z) =
c(N2)eq · e−λN2

(z−hs) [mol m−3]). c(N2)eq can be computed according to Henry’s law, and we define HN2

b as
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the temperature-dependent Henry constant for N2 at sediment temperatures. HCH4

b [mol m−1 Pa−1] signifies
the equivalent Henry constant for methane (Sander, 2015). We compute the temperature-dependent Henry
constant as follows:

Hgas = Hgas
0 eτ(1/T−1/T0) [mol m

−3
Pa−1]. (3)

Another quantity driving the saturation concentration, the hydrostatic pressure is computed as the sum of
the air pressure pa and the pressure exerted by the water column,

ph = pa + (H · ρaq · g) [Pa]. (4)

Further, the saturation pressure depends on the porosity of the sediment φ [m3 m−3], which is set based on
measurement data (Helbig et al., 2013; Zubrzycki et al., 2013) and a dimensionless threshold γ. γ is introduced
as a correction factor to account for the shape of the bubbles. Henry’s law was measured over flat surfaces,
but bubbles are spherical (Stepanenko et al., 2011). Due to large uncertainty regarding the true value of γ, γ
is tuned. Combining Eq. 3 and Eq. 4 with γ and φ, we arrive at the following equation for the saturation
concentration:

c(CH4)sat
b = φ ·HCH4

b · γ ·

(
ph −

c(N2)eq

HN2

b

· e
−λN2

·hs
2

)
[mol m

−3
]. (5)

Once this concentration is reached, all additional methane produced in the sediment will change from dissolved
to gaseous. Consequently, the concentration in the sediment will not rise further no matter how much additional
methane is produced.

1.1.2 Plant-mediated transport

Plants can be very efficient in transmitting methane from the sediment to the atmosphere bypassing the water
column. If plants are present, plant-mediated transport is often the dominating pathway (Andresen et al., 2017).
Thus, out of the three possible pathways, we evaluate the plant-mediated transport first using the approach by
Walter et al. (1996). Initially, we compute the rate Qplant with which methane can leave the root zone through
the plants as

Qplant = dveg · tveg · r · fgrowth · hs · c(CH4)sat
b [mol m

−2
s−1]. (6)

dveg is a dimensionless factor for the density of the plants, which we set to globally to 0.1 due to lack of data.
tveg is another dimensionless factor describing how well the plants conduct methane and is set to 10 based on
Walter et al. (2001). r is a rate constant of 0.01 h−1 = 2.7 · 10−6 s−1. fgrowth is a dimensionless measure of the
plant-growth, varies between zero and four and is based on the leaf-area index. Andresen et al. (2017) found a
good agreement between leaf-area index and plant-biomass for the dominant species in Arcitc ponds (Arctophila
fulva and Carex aquatilis). hs [m] is the depth of the unfrozen sediment, with a maximum thickness of 0.2 m,
because deeper sediments produce only very little methane (Knoblauch et al., 2015; Joabsson and Christensen,
2001). Since the plant stems also transport oxygen into the rooting zone, we assume a fixed fraction of the
plant-mediated methane to be oxidized (fox = 0.2) reducing the methane flux from plants Fplant. The value 0.2
is an conservative estimate based on the work of Turner et al. (2020) and Ström et al. (2005), who measured
the oxidation rates of the plant species dominating our study region. The plant-mediated flux then is defines as

Fplant = (1− fox) ·min{Qplant, PCH4
} [mol m

−2
s−1]. (7)

Since plants, if present, are the most efficient pathway for methane removal from the sediment, we assume that
all methane that can be emitted through plants, is emitted through plants. Thus, only excess methane which
cannot be emitted through plants is available for the other pathways.

1.1.3 Diffusion

Since ponds are shallow and well mixed, we assume that the methane concentration in the pond c(CH4)aq [mol
m−3] are constant throughout the water column. This allows us to formulate the following balance of the flux
between sediment and water column F diff

b [mol m−2 s−1], the flux between water surface and atmosphere Fdiff

[mol m−2 s−1], and the oxidation in the water column Fox [mol m−2 s−1]:

F diff
b − Fdiff − Fox = 0. (8)

Now, we take a look at each of these three fluxes before we subsitute formulations for each back into the balance
above.
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Sediment-Water Interface We compute the diffusion from the sediment into the water column according
to Fick’s law and assuming that the methane concentration in the sediment equals the saturation concentration
c(CH4)sat

b (Eq. 5),

F diff
b = Dsoil

c(CH4)sat
b − c(CH4)aq
0.5 · hs

[mol m
−2

s−1], (9)

with the diffusion coefficient Dsoil. This coefficient is computed following Sabrekov et al. (2017) as a combination
of liquid and gaseous diffusion as

Dsoil = (φ− εa)Daq +
εa ·Dgas

HCH4

b ·R · Tb
[m

2
s−1]. (10)

εa is the gas-filled porosity of the soil. Since this parameter is ill-constrained, it was used as a tuning parameter.
R is the ideal gas constant, and the liquid and gaseous diffusion coefficients (Daq and Dgas, respectively) are
computed as

Daq = τ · (φ− εa) ·D0
aq · ((Tb − 0.15)/298)1.82 [m

2
s−1], (11)

Dgas = D0
gas · ε3.3a /φ2 · ((Tb − 0.15)/273)1.82 [m

2
s−1]. (12)

τ is the dimensionless tortuosity coefficient, Tb [K] is the temperature of the upper sediment, D0
aq [m2 s−1] and

D0
gas [m2 s−1] are reference values for the diffusivity of methane and set according to Arah and Stephen (1998).

Water-Air Interface We infer the diffusion from the water column to the atmosphere using the gradient
between water and air analogously to the sediment-water interface,

Fdiff = kp(c(CH4)aq − c(CH4)eq
aq) [mol m

−2
s−1]. (13)

c(CH4)eq
aq [mol m−3] represents the methane concentration in equilibrium with the atmosphere, and kp [m s−1]

is the piston velocity, or gas-exchange coefficient. c(CH4)eq
aq is computed using the ideal gas law and Henry’s

law as
c(CH4)eq

aq = fatmCH4
· pa ·HCH4

aq . (14)

fatmCH4
denotes the fraction of methane in air, HCH4

aq [mol m−1 Pa−1] is the temperature-dependent Henry’s
constant for methane in the water column using the mixed-layer temperature (Sabrekov et al., 2017).

For kp, we follow the parameterization by Heiskanen et al. (2014),

kp =

√
(cpiston

1 · u)2 + (cpiston
2 · wdd)2

√
S

[m s
−1

]. (15)

cpiston
1 and cpiston

2 are dimensionless constants, which were tuned to data of lakes in the original paper. u [m
s−1] is the wind speed, which is a forcing variable, and wdd [m s−1] is the Deardoff velocity computed using
FLake. Lastly, S is the dimensionless Schmidt number, which we compute following Wanninkhof (2014, 1992),

S = cS1 + cS2 · Tml + cS3 · T 2
ml + cS4 · T 3

ml + cS5 · T 4
ml. (16)

cS1 to cS5 are empirically determined constants, Tml [K] is the mixed-layer temperature provided by FLake.

Oxidation in the water column For Fox we assume that the water oxygen concentration is in equilibrium
with the atmosphere and compute c(O2)aq in the same manner as c(CH4)eq

aq,

c(O2)aq = fatmO2
· pa ·HO2

aq [mol m
−3

]. (17)

Then we use the Michaelis-Menthen relation to compute the oxidation,

Fox = Vmax ·H
c(O2)aq

kO2
+ c(O2)aq

c(CH4)aq

kCH4
+ c(CH4)aq

[mol m
−2

s−1]. (18)

Vmax [mol m−3 s−1], kCH4
[mol m−3] and kO2

[mol m−3] are constants and set based on a study by Martinez-Cruz
et al. (2015) focusing on Alaskan lakes.
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Methane concentration in the mixed layer We can now substitute the fluxes (eq. (9), (13), and (18))
into the balance (eq. 8). This leads to an quadratic equation of c(CH4)aq which we can solve analytically and
arrive at the following expression for c(CH4)aq:

c(CH4)aq =
c+

√
c2 + 4kCH4

· a · b)
2b

[mol m
−3

], (19)

a =
1

H · kox

(
Dsoil · c(CH4)eq

aq

0.5hs
+ kp · c(CH4)sat

b

)
[ - ], (20)

b =
1

H · kox

(
Dsoil

0.5hs
+ kp

)
[m

3
mol−1], (21)

c = a− kCH4 · b− 1 [ - ]. (22)

kox denote the part of the Michaelis-Menten relation which does not depend on CH4,

kox = Vmax
c(O2)aq

kO2
+ c(O2)aq

[mol m
−3

s−1]. (23)

Once we obtained c(CH4)aq, we can compute the flux from the sediment and compare this potential diffusive
flux with the methane production to compute the diffusive flux from the sediment into the waterbody ( Eq. 9)
as

F diff
b = min{PCH4

− Fplant, F
diff
b }. (24)

In case the F diff
b computed using Eq. 9 is larger than the remaining methane in the atmosphere (PCH4−Fplant),

we solve Eq. 8 again for c(CH4)aq again, this time with the boundary condition F diff
b = PCH4

− Fplant. This,
then, results in

c(CH4)aq =
a+
√
a2 + b

2kp
[mol m

−3
], (25)

a = kp(c(CH4)eq
aq − kCH4)−H · kox + F diff

b [mol m
−2

s−1], (26)

b = 4kp · kCH4
(kp · c(CH4)eq

aq + F diff
b ) [mol

2
m−4 s−2]. (27)

Finally, we can substitute either the result of eq. 19 or eq. 25 into eq. 13 and obtain the diffusive flux from the
pond to the atmosphere.

1.1.4 Ebullition

The third and last pathway of methane from the sediment to the atmosphere is ebullition. We assumed that
plant-mediated transport is the fastest pathway of methane and computed that flux first. With the methane
left in the sediment (PCH4 − Fplant), we computed the diffusive flux between water and atmosphere Fdiff and
the diffusive flux between sediment and water F diff

b . Since we assume that production and emission are in
equilibrium, all the methane that is still left in the sediment and not emitted through diffusion or plants is
emitted through ebullition,

Febul = PCH4
− Fplant − F diff

b [mol m
−2

s−1]. (28)

1.2 Winter fluxes

1.2.1 Ice-covered ponds

Once ice has formed on the pond, we assume there is no gas exchange between water and atmosphere, so all
fluxes to the atmosphere are set to zero. This means that there is also no plant-mediated transport, which was
the mechanism setting the overgrown part of the pond apart from the open-water part. So instead of treating
the overgrown and open-water fractions of the pond separately, we can simulate them together in winter. We
merge the two parts weighted by their area fraction for the methane production in the sediment and methane
concentration in the water column. We take the deeper water column height as the water column height for
the merged computation. As the ice layer grows, we assume that all soluble gases that were dissolved in the
freshly frozen water are expelled into the underlying water column. In the same manner methane and oxygen
concentrations in water are diluted when ice melts,

c(gas)(t) =
Haq + ∆ice

Haq
c(gas)(t− 1), (29)
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where gas stands for either oxygen or methane, and Haq the height of the unfrozen water column. t is the time
step and ∆ice = hice(t)− hice(t− 1) is the change in ice thickness, with a positive sign indicating ice growth.

Since the pond cools down from the top, sediment temperatures are still above freezing when ice forms
in fall. Thus, methane is still produced in fall until sediment temperatures drop to zero, and there is still a
methane flux from the sediment into the water column. Thus, all the methane produced in a time step (see eq.
(2)) is added to the water column,

c(CH4)aq(t) = c(CH4)aq(t) + PCH4

ts
Haq

[mol m
−3

], (30)

with ts being the time step length. Since the methane cannot be emitted to the atmosphere, it accumulates in
the water column where a part of the methane is oxidized with the remaining dissolved oxygen. If the methane
concentration exceeds a threshold c(CH4)sat

aq , it changes its state from dissolved to gaseous, equivalently to
the processes in the sediment. The position where the bubbles are most likely to form is directly under the
ice, because the hydrostatic pressure is lowest there. We compute the saturation pressure analogously to the
equilibrium pressure in summer (eq. 14), but instead of using the partial pressure of methane, we use the
hydrostatic pressure

phyd = pa + ρice g hice [Pa]. (31)

Using Henry’s law, we compute the saturation pressure of methane under ice as

c(CH4)sat
aq = phyd ·HCH4

aq [mol m
−3

]. (32)

We assume that only the dissolved methane reacts with the oxygen in the water and introduce a storage term
SCH4

[mol m−2] for gaseous methane under ice. If the methane concentration in the water column exceeds
c(CH4)sat

aq , methane gasses out until c(CH4)aq = c(CH4)sat
aq .

After balancing SCH4 and c(CH4)aq, we determine how much methane is oxidized in the current time step.
To do so, we need to compute the concentration of oxygen under ice, which we prescribe (Huang et al., 2021)
as

c(O2)(t) = max{0.0, c(O2)(t− 1)− 1.447 · 10−7 · ts} [mol m
−3

]. (33)

We solve the full Michaelis-Menten equation in each time step to estimate how much methane oxidised,

∆ox = Vmax
c(O2)

kO2 + c(O2)

c(CH4)aq

kCH4 + c(CH4)aq
· ts [mol m

−3
], (34)

and reduce methane and the oxygen concentrations in the water accordingly,

c(CH4)aq = c(CH4)aq −min{∆ox, c(CH4)aq, c(O2)/2}, (35)

c(O2)aq = c(O2)aq − 2 ·min{∆ox, c(CH4)aq, c(O2)/2}. (36)

Next, we balance SCH4
and c(CH4)aq again.

In case the whole water column is frozen, all produced methane is directly added to the storage term SCH4

1.2.2 Spring flush

Once the ice on the pond has melted, we emit the methane accumulated under the ice to the atmosphere. Since
we assume an equilibrium between emission and production of methane in the open-water season, we emit all
the accumulated methane in the first time step of open water. All the methane stored in gas-form SCH4 is
immediately released through ebullition. Furthermore, we emit the methane, which was dissolved in the water
and led to elevated dissolved methane concentration, compared to the open-water case. This dissolved methane
is added to the diffusive flux,

Fdiff = Fdiff +
Haq

ts
(c(CH4)aq(t− 1)− c(CH4)aq(t)) [mol m

−2
s−1]. (37)
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Table S1: Input variables for the methane module of MeEP

Name Unit Description Source

H m Mean water depth of open-water and over-
grown pond fraction

Hydrology module

A m2 Mean area of open-water and overgrown
pond fraction

Hydrology module

hs m Thickness of unfrozen bottom sediment
layer

Soil module

wdd m s−1 Convective Deardorff velocity scale in the
mixed layer

Flake

u∗ m s−1 Friction velocity scale in the mixed layer Flake
pa Pa Atmospheric pressure at the surface ERA-5
Tml K Mixed-layer temperature Flake
Tb K Sediment temperature Soil module
t s Time-step length User choice

hice m Thickness of ice Flake
∆ice m Change in hice since last time step Flake

c(CH4)aq mol m−3 Methane concentration in the mixed layer
of prior time step

Methane module

c(02)aq mol m−3 Oxygen concentration in the mixed layer
of prior time step

Methane module

SCH4
mol m−2 Methane stored under ice in winter Methane module

ρ - Porosity of the sediment User choice
fgrowth - Approximation of plant growth using the

leaf-area index
MODIS

fprod mol m−2 Net primary production and litter fall ap-
proximation

MODIS

Table S2: Tuning parameters for the methane module of MeEP

Name Values Unit Description

P veg
0 0.44 µmol m−3 s−1 base productivity in vegetated pond fraction
P ow

0 0.11 µmol m−3 s−1 base productivity in vegetated pond fraction
γ 0.26 - bubble-shape correction factor
εa 0.046 m3 m−3 gas-filled porosity of sediment
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Table S3: Constants used in the methane module of MeEP

Name Value Unit Description Equation

a 20 m−1 depth dep. of CH4 production 1,2
T10 10 ◦C reference temp. 1,2
q10 2 - temp. dep. of CH4 production 1,2
λN2 5 - depth dep. of N2 sediment conc. 5

HCH4
0 1.4 ·10−5 mol m−3 Pa−1 Henry’s const. for CH4 3

HO2
0 1.3 ·10−5 mol m−3 Pa−1 Henry’s const. for O2 3

HN2
0 6.4 ·10−6 mol m−3 Pa−1 Henry’s const. for N2 3

τCH4
0 1600 K temp. dep. of Henry’s const. for CH4 3

τO2
0 1500 K temp. dep. of Henry’s const. for O2 3

τN2
0 1300 K temp. dep. of Henry’s const. for N2 3
T0 25 ◦C reference temp. 3
ρaq 1000 kg m−3 water density 4
g 9.91 m s−1 gravitational acceleration 4, 30

dveg 0.1 - density of plants 6
tveg 10 - gas-conducting properties of plants 6
r 2.7 ·10−6 s−1 rate const. 6

fox 0.2 - oxidised fraction of Qplant 7
R 8.3144598 m3 Pa K−1 mol−1 ideal gas const. 11
τ 0.66 - tortuosity coeff. 11

D0
aq 1.5 ·10−9 m2 s−1 CH4 diff. coeff. in the water at 25 ◦C 11

D0
gas 1.889 ·10−5 m2 s−1 CH4 diff. coeff. in the air at 0 ◦C 12

fatmCH4
1.9499 ·10−9 - fraction of CH4 in atmosphere 15

fatmN2
0.496 - fraction of N2 in atmosphere 5

fatmO2
0.19 - fraction O2 in atmosphere 18

cpiston
1 0.00015 - weight of wind speed 15

cpiston
2 0.07 - weight of Deardoff velocity 15
cS1 1909.4 - empirical const. for Schmidt num. 17
cS2 -120.78 ◦C−1 empirical const. for Schmidt num. 17
cS3 4.1555 ◦C−2 empirical const. for Schmidt num. 17
cS4 -0.080578 ◦C−3 empirical const. for Schmidt num. 17
cS5 0.00065777 ◦C−4 empirical const. for Schmidt num. 17

kCH4
0.006875 mol m−3 half-saturation const. of CH4 19,20,23, 35

kO2
0.0195 mol m−3 half-saturation const. of O2 19,24, 35

Vmax 1.412 ·10−7 mol m−3 s−1 maximum methane oxidation rate 19,24
ρice 920 kg m−3 ice density 30
ts 3600 s model time-step length 33,35, 38

coeff, coefficient; conc, concentration; const, constant; dep, dependence; diff, diffusion; num, number;
temp, temperature.
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Supplement 2: documentation of the MeEP hydrology module

In the hydrology module, we compute water-table dynamics throughout the year. To cater to the separation
of the open-water and overgrown parts of the pond in the methane module, we set a fraction of the pond to
be overgrown and a fraction to be open water based on a maximum water depths for plants. In other words,
we assume that vascular plants grow in the shallow parts of the ponds, up to a default depths of 0.5 m. The
depths can be set at the beginning of each model run. Any deeper part of a pond consists of open water. The
module computes the mean depths of each fraction as well as the area they cover on the premise that the ponds
are circular and the cross-section of an isosceles trapezoid (Fig. S1). After the pond has been divided into the

Mean Depth of vegetated pond fraction hveg

Max Depth of vegetated pond fraction

Mean Depth of bare pond fraction hbare

Max Depth of pond Hpond

The 1D FLake model computes the mixed-layer height hml using the maximal
pond depth Hpond. The methane module is separated into two parts for each
pond: The vegetated pond fraction and the bare pond fraction. Each fraction is
computed with a 1D model using the mean depth of each fraction (hveg and
hbare). Thus, the mixed-layer can be deeper than pond depth which the methane
module ‘sees’. This means, that with respect to CH4 diffusion, the pond is often
completely mixed. As we can see below for 4 ponds with max. depths between
1.3m and 0.3m, the ratio between mean depth and mixed-layer height exceeds 1
most of the time, especially for the shallower, vegetated part of the pond. The
fraction was computed for 14 complete open-water seasons.

Deeper pond

Figure S1: The pond cross-section is assumed to have the shape of an isosceles trapezoid. Plants only grow up
to a specific depth (maximum depth of the vegetated pond fraction). For the physical pond model FLake, the
maximum depth of the pond is used Hpond, which the methane module distinguishes between the vegetated and
the open-water part of the pond.

open-water and vegetated parts during initialization, the diameter of the open-water fraction of the pond is
kept constant throughout the whole simulation.

2.3 Initialization

To initialize a pond, the user has to set the angle of the rim α (see Fig. S1), the initial depth Haq [m] and the
area of the pond. The maximum depth of the pond, before water would overflow, is set to depthmax = Haq+0.1
m. The maximum depth at which plants can grow hveg can be adjusted and has a default of 0.5 m. With hveg

[m] the area A [m2] of the pond is split between an open-water part Ao [m2] and a vegetated part Av [m2]. If
Haq is smaller than 0.5 m, the whole pond is vegetated (Av = A and Ao = 0 m2). Otherwise, we compute the

depthmax

WT

Haq

!

Figure S2: The water table is measured from the highest point of the rim. If the water table is zero, the water
depths reaches it’s maximum.
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area of the open-water part using the assumption that the ponds are circular. The width of the vegetated outer
circle Rv [m] can be inferred from α and hveg,

Rv =
hveg

tan(α)
[m]. (38)

Then, we subtract Rv from the radius of the whole pond which gives us the radius of the open-water area. With
the radii we compute the areas as

R =

√
A

π
[m], (39)

Ao = π (R−Rv)2
[m

2
], (40)

Av = A−Ao [m
2
], (41)

where R is the radius of the whole pond. To compute the mean depth of the open-water and the vegetated part
of the pond, we compute the volumes of the flat middle part of the pond, and the part of the pond where the
water depth increases. The middle part has the shape of a cylinder and can be determined as

Rmid = R− Haq

tan(α)
[m], (42)

Vmid = π ·R2
mid ·Haq [m

3
]. (43)

(44)

The outer part can be computed as the volume of a truncated cone minus Vmid,

Vedge = π
tan(α)

3
(R3 − 3R ·R2

mid + 2R3
mid) [m

3
]. (45)

We can then compute the volume of the vegetated pond fraction, either as the whole volume of the pond, or as
another hollow, truncated cone,

Vv[m
3
] =

{
Vedge + Vmid, hveg ≤ Haq

π tan(α)
3 (R3 − 3RR2

o + 2R3
o), else,

(46)

with Vo = R − Rv the radius of the open-water part of the pond. All the leftover volume of the pond is then
attributed to the open-water part.

Finally, we can compute the mean depths of the pond fractions,

ho/v =
Vo/v

Ao/v
[m]. (47)

2.3.1 Polygonal tundra of Samoylov Island

As an example study site, the ponds can be constructed to represent the three pond types of the polygonal
tundra of Samoylov Island. We use a landcover classification to determine the average size of the respective
pond type as well as their average vegetated fraction and use the ratio between the open-water and overgrown
fraction of the ponds to infer α. For pond depths, we use the averages of measurements done by Rehder et al.
(2021). The results are listed in table S4.

Table S4: Input values to initialize typical ponds of the polygonal tundra in the Lena River Delta.

Pond type Mean area Depth α[
m2
]

[m] [RAD]

polygonal-center pond 89 0.6 0.3
ice-wedge pond 276 0.8 0.2
merged polygonal pond 2682 1.2 0.055
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2.4 Water table dynamics

At the beginning of each time step, we add precipitation and evaporation to the water table,

WT (t+ 1) = WT (t)− P + E [m]. (48)

If this leads to an overflow of the pond, we first compute the surface runoff, Qs, following Gao et al. (2010),

Qs = min{∆z, 5.67
1

s
∆3/2
z

ts√
A
} [m], (49)

where ∆z = −WT (t+ 1) represents the height of the water over the theoretical maximum height. If the water
table closer to the surface than the thaw depths of the surrounding tundra (WT (t+ 1) < TD), water also runs
off below ground. This below-ground runoff Qb is computed based on Darcy’s law as

Qb = KAc
∆z

∆x
ts [m]. (50)

K [m s−1] indicates the hydraulic conductivity, Ac [m2] is the area through which the water flows. ∆x is the
distance the water flows through in the porous medium, set to 2m as a characteristic width of a polygonal rim.
∆z [m] is the height of the water flow and here refers to TD −WT (t+ 1), where TD is the thaw depth.

K was computed based on measurements by Helbig et al. (2013). They measured the hydrological conduc-
tivity on Samoylov Island, Lena River Delta, at different sites. Using the mean of all their measurements, we
parameterized an average depth profile of the hydraulic conductivity. With this profile, we compute the hydro-
logical conductivity between TD and WT (t+ 1) and use the mean K of this profile for further computations,

N =

⌈
∆z

0.002m

⌉
, (51)

z(n) = WT (t+ 1) + 0.002m · n, n = 0...N, (52)

K =
1

N

N∑
n=0

2.5 · 10−4 m

s

(
1 + tanh

(
0.052m− z(n)

0.023m

))
. (53)

Then, we compute Ac as the lateral surface of a cylinder,

Ac = 2∆z ·
√
π ·A [m

2
]. (54)

Finally, the water table is adjusted for the total runoff,

WT (t+ 1) = WT (t+ 1) +Qs +Qb [m]. (55)

2.5 Recalculating mean water depths

With water table changes, the mean water depth of the overgrown and open-water fraction of the pond change
as well as the pond area. Since we account for the inclination of the shoreline, the mean water depth does not
necessarily change proportionally to the water table. So we recalculate the mean water depth for both parts of
the pond. The radius of the pond changes by

∆R =
WT (t)−WT (t+ 1)

tan(α)
[m]. (56)

This leads to an areal change of the pond area,

A(t+ 1) = π

(√
A(t)

π
+ ∆R

)2

[m
2
] (57)

Since the vegetated part of the pond surrounds the open-water part, the area of the open-water part only
changes after the whole vegetated area is above the water table. Thus, we can compute the new areas of the
two pond fractions in the following way:

Av(t+ 1) = max{0, Av(t) +A(t+ 1)−A(t)}, [m
2
], (58)

Ao(t+ 1) = A(t+ 1)−Av(t+ 1) [m
2
]. (59)

Now we compute the changes in the mean water depths for different cases.
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Case Ao(t + 1) = Ao(t) > 0

In this case, the water table change of the open-water part is proportional the the water table change of the
whole pond,

ho(t+ 1) = ho(t) +WT (t)−WT (t+ 1) [m]. (60)

If Av(t + 1) > 0 m, then we can recompute the volume of the vegetated pond fraction in time step t + 1 as a
hollow, truncated cone (see eq. 46) and divide by the updated area Av(t+ 1) (eq. 47).

Case Ao(t + 1) 6= Ao(t) and Ao(t + 1) > 0

If the volume of the open-water part changes, we compute the total volume changes of the pond,

∆V = π
tan(α)

3

(
R(t+ 1)3 −R(t)3

)
[m

3
]. (61)

If the water table fell below the vegetated part of the pond, then hv(t+ 1) = 0 and we can compute the new
mean depths of the open-water part using the volume change,

ho(t+ 1) =
Ao(t) · ho(t) + ∆V

Ao(t+ 1)
[m]. (62)

If both the vegetated and open-water areas changed, we could compute the volume change over the vegetated
part as a hollow, truncated cone. The cone spans from the largest extent of the pond in the two time steps to
the largest extend of the open-water fraction of the pond, because this is where the vegetated part starts,

Rmin =

√
max{Ao(t), Ao(t+ 1)}

π
[m], (63)

Rmax =

√
max{A(t), A(t+ 1)}

π
[m], (64)

∆Vv = sgn(A(t+ 1)−A(t)) · π tan(α)

3
, (65)

· (R3
max − 3Rmax ·R2

min + 2R3
min) [m

3
]. (66)

The mean depth can then be computed as the volume of each part in the new time step divided by the area,

hv(t+ 1) =
hv(t) ·Av(t) + ∆Vv

Av(t+ 1)
[m], (67)

ho(t+ 1) =
ho(t) ·Ao(t)−∆Vv + ∆V

Ao(t+ 1)
[m]. (68)

Case Ao(t) = 0

If the whole pond is vegetated, all changes in water depths translate to changes in the vegetated pond fraction.
We again compute the volume change as in eq. (61) and compute the new mean depth analogously to Eq. (62).

Finally, we now have computed the new ho/v(t + 1), the area of the whole pond, and the area of the vege-
tated and overgrown part of the pond, as well as the new water table.

12



Supplement 3: Figures
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Figure S3: We compare the temperature dependent term in the Arrhenius-type function used by Jansen et al.
(2022) in their global synthesis of methane production at lakes bottoms to local measurements of the temperature
dependence at our study site using a q10 function (Walz et al., 2017). Jansen et al. (2022) provides an uncertainty
range in their synthesis (grey shaded area) on top of the average value (grey line). Our local estimate (black
line) falls within this uncertainty for the temperature range of pond sediments in our simulations.
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Figure S4: Measured versus tuned modeled methane emissions using a q10 of 2. Comparison of measured (x-
axis) and modeled (y-axis) methane fluxes for the five ponds measured by Knoblauch et al. (2015) (color code).
The fluxes are broken down into different pathways (ebullition and diffusion) where possible. Vegetated fluxes
are fluxes measured over the overgrown part of the pond.
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Figure S5: (a) Comparison between the annual cycle of MeEP tuned once with an q10 of 2 (blue line) and once
with an q10 of 3.4 in accordance with Walz et al. (2017) (grey line). The seasonal development and absolute
magnitude of the landscape pond CH4 emissions is very similar in both cases. (b) Comparison of distribution
of total annual emissions of MeEP tuned once with an q10 of 2 (blue) and once with an q10 of 3.4 (grey) for the
hist all (blue frame, left) and exp5 all simulation.
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Figure S6: (a) Comparison between the annual cycle of MeEP tuned once with an q10 of 1.8, 3.4 and 5.0 (blue
line, green line and pink line, respectively), the estimated mean plus/minus standard deviation of the local q10

by Walz et al. (2017) (3.4 ± 1.6). The same tuning (using an q10 of 3.4 was used for all three simulations.
(b) Comparison of distribution of total annual emissions of MeEP with changes in q10. As q10 increases, the
average annual emissions and the spread in average annual emissions increase.
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