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Reviewer #1: This study investigates the emergent relationship of vegetation functioning with water 
and energy availability across the globe. This is done largely with satellite-derived datasets, where 
vegetation functioning is characterized with Sun-induced fluorescence data and energy availability is 
represented by the photosyntetically active radiation. The authors test different linear models 
including breakpoints to show that the vegetation response to climate is non-linear in many areas for 
both energy and water limitation, as expected from physical principles. 

Recommendation: I think the paper requires major revisions. 

The topic of this study is interesting and timely. The response of vegetation to climate drivers is well 
known at small spatial scales from laboratory and field experiments, but it remains more unclear at 
larger spatial scales. At the same time, these vegetation-climate interactions are particularly relevant 
as they affect surface climate and need to be taken into account, and accurately captured by Earth 
system models, e.g. for projections of future climate scenarios. In this context, satellite-based 
datasets present an excellent opportunity to study these processes, and involved non-linearities and 
thresholds at model-relevant spatial scales.  

I think that the manuscript is easy to read and understand and is a great match for the readership of 
Biogeosciences. However, before it is ready for publication some concerns regarding the analysis 
approach and robustness should be resolved, as detailed below. 

Authors: Thank you for your constructive comments on our study. We addressed your comments as 
described in the responses below.  

General comments: 

(1)  I think the fact that the seasonal cycles are not removed from the SIF, PAR and soil moisture data 
is a major shortcoming in this analysis. This way, confounding impacts by for example temperature 
can introduce artifacts in the results. For example, the positive correlation between soil moisture and 
SIF across a band across Canada in Figure 2 does not make sense from a physical point of view and 
could be related to such effects. I realize that the authors mention this point in section 4.3, and think 
it would be important if they could actually demostrate the negligible impact of the seasonal cycles 
by showing that similar results can be obtained with a shorter growing season of 1-2 months. 
Another way could be a synthetic experiment with e.g. evapotranspiration, radiation and soil 
moisture data from reanalysis where a similar time period can be used and the analysis can be done 
without removing the seasonal cycle (as here), and with the removal (while a representative seasonal 
cycle can be computed from many available years). 

Authors R1: Indeed, if we were to deseasonalize the data streams, it would present a more direct 
connection between SIF and water and light. However, we do require the raw magnitude of each of 
the variables to determine the soil moisture threshold, the state dependence of which becomes 
obscured when using anomalies. Therefore, thresholds are best determined from the raw magnitudes. 
Instead, to reduce effects of seasonality, we perform the analysis during the growing season. In 



response to the reviewer, we additionally performed the analysis over a shorter time period (3 months 
versus 6 months) in order to assess the relative impact of the seasonal effect. Figure R1 shows the 
results for the 3-month window that compares well to the 6-month window used in the original 
manuscript. 

 

Fig. R1: Estimated SIF-SM (top) and SIF-PAR (bottom) model slope in the water- or light-limited regime 
considering a 6-month (left) or 3-month growing season (right). 

As evident in the figure comparison, the magnitude of the slopes and the spatial patterns are similar. 
With the shorter window, we lose sample size but the magnitudes and patterns are comparable. 
Another reviewer suggested dynamic window size rather than fixed (examples 3 or 6 months). For 
example, using the period when NDVI is a certain percentage below its peak. In the revised paper, we 
take that approach rather than a fixed period and choose the median NDVI to define the start and end 
of the growing season. 

We also reassessed the slope parameter estimates using deseasonalized anomalies of SIF, PAR, and 
soil moisture. In these analyses, we still need the mean magnitudes to find regimes – regimes are 
dependent on the magnitude of the state variables. Soil moisture and PAR thresholds were also 
determined from the analysis of the mean state (Figs. 6b and 7b). We then used those thresholds to 
estimate the slopes in the respective limiting regimes for PAR and SIF based on deseasonalized SM, 
PAR, and SIF (Fig. R2).  

The fact that the slopes are of smaller magnitude indicates that water and light still directly influence 
SIF within our patterns. However, the additional slope magnitude likely captures other coupled 
interactions with soil moisture, for example. Ultimately, we choose to eliminate some seasonality via 
the growing season only approach, and present the raw magnitudes such that the relationships provide 
a validation for emergent model behavior of the influence of SM on SIF, for example, acknowledging 
that the relationships include interactions of SM with other variables. 



See updates to our main text in Section 4.4 explaining these nuances in accounting for seasonality and 
evaluating the coupled influences on SIF (lines 571-581).  

Figure R2: Spatial distribution of the model slope for the (a) SIF-SM [m3 m-3] and (b) SIF-PAR [W m-2] 
relationships. For these maps, deseasonalized SM, PAR, and SIF were used, while SIF-SM and SIF-PAR 
thresholds and classifications displayed in Figs. 6 and 7 were considered. 

(2) There is no consideration of uncertainty for the performed analyses. In this context it would for 
example be informative to see some goodness-of-fit metric for the for the chosen model type 
(linear/two-regime/zero-slope), and possibly to introduce another category in case no reasonable fit 
was found for any of these types. Further, it would be interesting to which extent the model 
selection holds when for example synchronous bootstrapping would be performed for soil moisture 
and the other investigated variable. Moreover, in this context it would also be relevant to understand 
to which extent the results depend on the selected input datasets. I appreciate that the authors 
mention this aspect in section 4.3 in the case of alternative SIF datasets and think it would be 
important to demonstrate this in the supplementary material. Additionally, also the role of the soil 
moisture dataset should be tested by replacing the SMAP data with e.g. satellite-derived ESA-CCI soil 
moisture (https://www.esa-soilmoisture-cci.org/data) or upscaled in-situ soil moisture from the 
SoMo dataset 
(https://springernature.figshare.com/collections/Global_soil_moisture_from_in_situ_measurements
_using_machine_learning_-_SoMo_ml/5142185). 

Authors R2: We agree with the importance of considering the uncertainty in our results (and in results 
more broadly). Our goal here is to provide analyses of the spatiotemporal patterns of physical light and 
water limitation on SIF. We have now updated our manuscript with a new Section 4.4, which highlights 
several sources of uncertainty and directly shows how we handle each source of uncertainty in our 
analysis.  

In summary, the new section includes a discussion of uncertainty of the statistical model. Our model 
(simple piecewise linear) is intentionally basic to allow readers to understand the model structural 
limitations. To quantify these, the coefficient of determination (R2) and the coefficient of variation (CV) 
of the fit for each pixel are shown in the supplementary material (Fig. S5). In particular, R2 is calculated 
for the linear model and the sloped part of the two-regime model, while the coefficient of variation is 
calculated for the constant part of the two-regime model and the zero-slope model where R2 has no 
meaningful definition. 

Observational errors are important as well, particularly when they are likely to be of similar or larger 
magnitude than the errors of using simple empirical methods. Additionally, following the reviewer’s 
suggestion, the impact of the SIF dataset (TROPOMI vs GOME-2) is shown in the supplementary 
material (see Fig. S4 for results based on GOME2 SIF data) only to qualitatively provide an uncertainty 



test on the overall spatial patterns of parameters rather than provide an analysis of differences of the 
datasets. 

While it would be possible to perform the same analyses on different soil moisture data sets, we wish 
to avoid data sets that 1) significantly rely on modeled relationships between surface variables, 2) 
perform rescaling to match different sensors and microwave characteristics, or 3) will have major 
spatial representativeness uncertainties in comparison with aggregate SIF and PAR. This limits us to 
either the SMOS or SMAP datasets, which have a trade-off between a longer data record (SMOS) or 
low-level radio-frequency interference mitigation (SMAP). We selected SMAP in this case, particularly 
in the face of noisy data streams from satellite SIF observations. We don’t feel that the addition of 
more SM data sets is likely to add physical insight, it will lead towards more of a combinatorial data set 
comparison study, which is not our intent. That said, SIF is both far noisier and a more complex proxy 
of ecosystem productivity status (as compared to satellite soil moisture), and we do see real benefit in 
terms of the robustness of response of physical relationships in assessing the impact of different SIF 
datasets rather than soil moisture datasets.  

To evaluate the interactions between observation errors and our parameter estimation process, we 
could also perform a bootstrapping procedure to estimate the variance of the soil moisture threshold 
and slope on a randomly selected subset of pixels. This is of minimal utility to our main objective of 
giving first-order analyses of the spatiotemporal patterns of water and light limitation (rather than 
creation of a parameter data set) and we suggest that this is beyond the scope of the article. Finally, 
we find that our approach of model selection with BIC is conservative in selecting more complex 
models – repeating the approach with AIC presents more common detection of nonlinear relationships 
at the risk of overfitting the data (see our response to comment 3 below). As such, more confidence is 
portrayed in our approach when a more complex model like the “linear” or “two-regime” model is 
selected (see Fig. 4). 

(3) I like that the authors recognize and determine non-linearities in the soil moisture-climate 
relationships. I think they could move a bit further in this direction by assessing the degree of non-
linearity, for example as the difference in BIC scores between linear and non-linear models in each grid 
cell, or using the bootstrapping approach mentioned above. Further, it would be interesting to 
evaluate the spatial distribution of non-linearities as displayed in Figures 6a and 7a against climate and 
land surface characteristics, as done for the thresholds. 

Authors R3: While we appreciate the path the reviewer suggests here, we also need to frame the 
purpose of such analyses in this study. We are using non-linearity as a model structural representation 
of limitation versus non-limitation regimes for SM and PAR. This is based on well-understood theory 
that if one variable is abundant, its marginal changes likely have no impact as a predictor (see for 
example citations below for thresholding relationships of some land surface variables). Our two-
regime model then treats all limitation behavior as linear, which is oversimplified, but valuable as a 
first-order demonstration of the existence of limitation regimes, and to quantify how common each 
regime is for a location. The degree of nonlinearity will be a function of some landscape characteristics, 
but also of the local exogeneous forcings (e.g., the patterns of rainfall that might lead one location to 
switch between water and energy limited regimes). Disentangling these is not straightforward, and we 
wish to be careful to not oversimplify this for readers.  

Furthermore, statistical tests for how nonlinear a relationship is rely on an assumption of the functional 
form of the nonlinearity, and therefore any metric for the “degree of nonlinearity” that would result 
from such a test is a large function of this assumed relationship. Our functional form (linear in the 
limitation regime, constant in the non-limitation regime) is the simplest possible for regime definition, 



but not optimal for characterizing the full shape of a non-linear limitation relationship. To do so would 
require, 1) more theoretical understanding of what these shapes should be, and 2) a full sampling of 
the exogenous forcings space, which is not possible in “natural experiments” such as this.  

Additionally, we stress that our current test is already effectively a test for whether the relationship is 
nonlinear. The current model (see Fig. 4) tests for whether or not linearity suffices to describe the 
relationships between SM and SIF and PAR and SIF. If a BIC score for the two-regime linear model is 
lowest, this means that linear behavior does not suffice and nonlinear behavior is detected. Differences 
in BIC scores are often used heuristically to compare goodness of fit between models, but do not have 
interpretable meaning in comparing one pixel to another (i.e., across data sets). Since inter-dataset 
comparison of information criteria is not possible, we propose to instead compute the AIC parameter 
to show whether another information criterion also detect nonlinearity (the existence of dual regimes) 
in the same pixels that BIC does.  

Figure R3 shows the locations where AIC selects the two-regime model while BIC selects a one-regime 
model for both relationships. No location was found where BIC selects the two-regime model while 
AIC selects a one-regime model (not shown). As expected, BIC is more conservative than AIC, which 
will tend to penalize and reject higher-order (nonlinear) models to a greater degree. Therefore, AIC 
selects dual regimes (nonlinearity) more readily. 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure R3. Locations where AIC selects the two-regime model while BIC selects a one-regime model (black 
pixels) for the SIF-SM relationship (top) and the SIF-PAR relationship (bottom). 
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 (4) I appreciate the analysis of the spatial patterns of the thresholds displayed in Figure S3 against 
climate and land surface characteristics. I think this analysis should additionally cover the role of the 
vegetation type (averaged across each grid cell), as this also affects the SIF-climate relationships. I 
realize this is mentioned by the authors in the conlusions section, and encourage them to include this 
into the analyses. 

Authors R4: We added a figure assessing the spatial patterns of the model thresholds (1) as a function 
of vegetation types using IGBP land cover classification (Fig. S6), and (2) as a  function of mean annual 
precipitation (Fig. 8). We discuss it more specifically in Sections 4.1 and 4.3 (lines 344-348 and lines 
481-483). 

(5) I did not quite understand why LAI was only obtained from a relatively short 4.5 year period only. 
The MODIS record extents further back in time, and a longer data record would allow to infer a more 
robust seasonal cycle. 

Authors R5: In the revised manuscript, we revise to now use MODIS NDVI data from 2003 to 2020 to 
get the seasonal vegetation cycle to generate more confidence in the vegetation seasonality. See 
Sections 2.1.3 and 3.1 for the updated growing season determination with the longer record. Please 
note that this had minimal changes to our results. 

Specific comments: 

lines 38/39: this is not only true for increasing temperatures 

Authors R6: We changed the text accordingly in lines 38-39. 

line 41: what is meant with "rate-limiting"? 

Authors R7: This has been removed from the text.  

lines 42 & 62-68: the work from Li et al. (2021) is similar and relevant in this context and could be 
mentioned here 

Authors R8: We added the reference Li et al. (2021) in the revised manuscript. 



line 116: "day" should be singular, and a space should be removed in "Sentinel-5" 

Authors R9:  This has been changed accordingly. 

lines 142/143: what is the source of the soil texture data? 

Authors R10: Texture data were obtained from the SoilGrids250m database. This has been added to 
the manuscript. 

lines 169-171: Why not selecting the growing seasons as the 6 months with the highest LAI, 
independent on whether or not they would be consecutive, in order to better capture the highest LAI 
months in regions with more than one peak in the seasonal cycle? 

Authors R11: There are many approaches described in the literature to define the growing season, but 
we believe that the approach we have followed is sufficient to characterize the active growing season 
encompassing the primary water and energy interactions with the carbon cycle. We additionally find 
that several alternative growing season definitions do not change our results. In the revised 
manuscript, we now take an alternative approach that uses determination of the peak LAI as well as 
accounting for asymmetrical growing season beginning and end times (rather than a fixed consecutive 
length). Specifically, rather than a fixed period and we used the median NDVI to define the start and 
end of the growing season. We acknowledge that this approach may miss cases of multiple growing 
seasons. See our updated text in Section 3.1 and uncertainty discussion of the growing season 
approach in Section 4.4 in lines 540 to 547. 

line 177: replace "." with "x" 

Authors R12: We replaced the multiplication sign with “x”. 

lines 291-296:  the work from Denissen et al. (2020) is similar and relevant in this context and could 
be mentioned here 

Authors R13: We added the reference Denissen et al. (2020) in the revised manuscript. 

lines 332-334: temperature limitation of vegetation functioning might play a role here, as mentioned 
also a few lines below 

Authors R14: This has been clarified in the text (lines 401-402). 

Figure S1:  

Why is LAI in the mean seasonal cycles in b) and d) always the same across some consecutive days? 

Authors R15: This is because LAI data were only available every 8 days and we realize how we plotted 
this originally may have been a misrepresentation of the dynamics. Figure S1 has been adapted as we 
use NDVI data from a longer time series of MODIS observations in the revised manuscript, which now 
corrects this issue. 



Interactive comment on “Observed Water- and Light-Limitation Across Global 
Ecosystems” by François Jonard et al. 
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Reviewer #2: Jonard and colleagues identify regions globally whos productivity during the growing 
season is (temporarily) limited by water or light availability. Based on S5-p Tropomi SIF, SMAP soil 
moisture, MERRA shortwave incoming radiation and MODIS LAI they identify whether the SIF in a 
pixel is constantly limited, constantly unlimited by water/ light, or whether a break point exists, 
where SIF changes from limited to unlimited behaviour. They find large regions for both the water 
and the light limited regimes which exhibit a breakpoint, claiming that the assumption of a linear 
relationship to SIF as in many studies does not hold. Particularly interesting is the identification of a 
breakpoint for the light limitation in many pixels. The locations of the breakpoints along gradients in 
soil moisture and light show a relationship with mean precipitation and soil type. 

The authors have done a good job in outlining the scope of their study and the aspects that render it 
unique from related work in the literature. The methodological approach is overall sound and 
limitations openly discussed, except for one aspect related to the definition of the growing season 
that I will outline in more detail below. In my opinion, there are several aspects that need to be 
included (at least in the discussion, if not in also in the analysis), and they will render it more 
convincing (see below). The topic is relevant and fits Biogeosciences, I suggest publication after 
addressing the following points: 

Authors: Thank you for your constructive comments on our study. We addressed your comments as 
discussed in the responses below. 

1) Given that it is a purely observational study, the limitations of the remotely sensed data streams at 
the basis of the analysis need to be taken into account and discussed, which so far has not happened. 
I suggest to include in the manuscript information on whether there is quality control applied to the 
observations. Are there regions where the observational coverage is critically low during the growing 
season, such that uncertainty in the selected model becomes large? How is persistent cloud cover 
during the wet season handled, do I understand correctly that with the given definition of the 
growing season we rather evaluate the cloud-free dry down period in seasonally dry ecosystems? SIF 
penetrates through partial cloud cover, but persistent full cloud cover is critical as well. Please note, 
that LAI is not purely observational but also based on a model. 

The different data streams cover different periods, why is that? 

Authors R1: We added in the methods section information on quality control applied to the 
observations (e.g., filtering of pixels with large cloud cover). See Section 2.1.1. We also clarify that we 
screen pixels that have less than 20 data pairs such that an adequate model selection can be performed 
(lines 304-305). Fig. R1 shows a map of the number of data pairs in each pixel that are used in the 
analysis. 

We agree that LAI is not purely observational and we now use NDVI, a more observational metric 
without the influence of model assumptions, in the revised manuscript. Please see our updates in 
Section 2.1.3 and Section 3.1 that now use NDVI. 



We clarified in the text that we used the same data period for the main analysis (SIF, SM and PAR data 
streams). However, we use longer datasets based that we need to determine average climatological 
information such as LAI (or now NDVI) climatology (2003-2020) and GPM annual mean precipitation 
(2010-2020). See the beginning of Section 2 where we clarify this point. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. R1: Number of data pairs in each pixel that are used in the analysis for the SIF-SM (top) and SIF-PAR 
(bottom) relationships. Inset shows the histogram of the number of data pairs per pixel. 

 

2) The growing season is defined as the 6 months around the annual peak LAI, and the authors tested 
other definitions of the duration of the growing season (more details on which ones those are?) with 
qualitatively similar results. But I wonder to what extent regions with different length of the growing 
season can be compared to each other based on a period with fixed duration around the peak of LAI. 
Depending on the actual length of the growing season (I mean between the start of the green-up and 
the end of the greenness period), the 6 (or x) months around the peak will cover a different fraction 
of the growing season in different pixels (e.g. in higher latitudes or arid regions with only a short wet 
period, the 6 months might include a rather large fraction of the shoulder seasons or even the non-
growing season, which will not be the case for temperate regions). As you discuss as well, the main 
driver of productivity can change over the course of the growing season, and also the year. So how 
can this affect your results? What about potential alternative definitions, such as to focus the 



analysis on the peak of the growing season of each individual pixel, defined as e.g. half/30% or similar 
of the duration between start of green-up and end of green period around the peak LAI (neglecting 
potential asymmetry in the growing season)? 

Authors R2: We do agree the 6-month definition is a bit arbitrary and can include variable amounts of 
the times outside of the growing season, confounding one-to-one comparison between pixels across 
the globe. Similarly to what the reviewer suggests, we now instead define the growing season by first 
finding the peak NDVI (95th percentile) to find the main growing season and then finding the green up 
and brown down times as when NDVI reaches its median before and after this peak. There are many 
potential methods of finding the growing season, each with their own shortcomings. We additionally 
test other definitions of shorter growing seasons of 3 and 4 months (Fig. R2). While these alternative 
definitions reduce the number of data pairs available for the per-pixel analysis, the spatial patterns of 
our results do not change.  

Fig. R2: Estimated SIF-SM (top) and SIF-PAR (bottom) model slope in the water- or light-limited regime 
considering a 4-month (left) or 3-month growing season (right) centered on the NDVI peak. 

 

3) It is well appreciated that the authors tested their approach with other SIF data sets as well and 
come to qualitatively similar results. Although the results are not shown (which is fine, but would be 
nice to see in the SI), to me it would be important to clarify in the manuscript how this was done. Did 
you use the same gridding, and also the same years, or did you exploit the longer records of OCO2 
and GOME2 SIF and did the analysis for more years, potentially more robustly? Does the fact that the 
study period focussed on the particularly dry years in central Europe in 2018/19 affect your 
conclusions for this region? 

Authors R3: We agree with the reviewer’s comment. Results based on GOME-2 SIF data are shown in 
Fig. S4 for a 4-year period from April 2015 to March 2019 (last period for which GOME2 SIF data are 
available). See our description of the data in Section 2.1.1. We find that the spatial patterns are similar 
to those of TROPOMI, but with less available data in GOME2. This GOME-2 nevertheless analysis acts 
as a test of robustness which we discuss in new Section 4.4 in lines 529 to 538. 



4) The revelation of the two-regime behaviour for light limitation is something particularly novel in 
the manuscript. Its discussion is very short, I strongly suggest extending the discussion of this point 
and the related thresholds. 

 Authors R4: We agree. We have added more discussion about the two-regime behaviour for light 
limitation to place it into context with theory. See section 4.2 in revised lines 405 to 415. 

5) I like the summary of related literature in the introduction very much. However, one aspect goes 
missing in my opinion, and that is the aspect of the time scales. The studies cited focussed on 
different time scales, and the main drivers of productivity might change across time scales (Linscheid 
et al. 2020, Biogeosciences, 10.5194/bg-17-945-2020), and this aspect should be clarified in the 
introduction. 

Authors R5: This has been clarified in the Introduction in lines 97 to 100. 

6) The last part of the conclusions is missing. Parts of the conclusion read very similar to parts of the 
abstract. 

Authors R6: We have revised the conclusion to give more context, for example, to the nonlinearity 
findings results and what they mean for drought response as well as why these results can be used to 
evaluate emergent behavior from global models.  
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