Dear Dr. Bond-Lamberty,

Thank you for inviting us to upload a revised copy of our manuscript, “Assessment of negative and positive CO\textsubscript{2} emissions on global warming metrics using a large ensemble of Earth system model simulations”. We would also like to thank the reviewers for their valuable time and constructive feedback.

Following this letter are our point-by-point responses to each of the comments of the reviewers. We have uploaded the revised manuscript and supplement as well as a copy of the original manuscript marked with all the changes made during the revision process. It is our belief that the manuscript has been substantially improved after making the suggested edits. We therefore hope that you will find our revisions in the manuscript and accompanying responses acceptable for publication in the journal of Biogeosciences.

Sincerely,
Negar Vakilifard, Corresponding author
Detailed response to the reviewers’ comments

Reviewer #1

1.1. General Comments

This contribution assesses the benefits of negative emissions / CO₂ removal technologies deployment for future climate states using an ensemble of intermediate complexity earth system model results. The authors use effective transient climate response to cumulative CO₂ emissions (eTCRE) and zero emissions commitment (ZEC) as metrics to quantify these impacts. The authors find that thermal dependence and airborne fraction of CO₂ contribute almost equally to the uncertainty in eTCRE, which is in contrast with recent analysis of the CMIP6 ensemble. Additionally, the authors find that negative emissions deployment can help avoid continued warming after net-zero emissions are reached. The manuscript is clear and well-written and the analysis appears free of errors. However, I have several recommendations aimed at increasing the impact and clarity of this work, which are detailed below.

We thank the reviewer for their supportive statements on the quality of the paper. We have taken the reviewer’s recommendations on board through the revisions made in response to comments 1.2 and 1.3 to increase the impact and clarity of the current work.

1.2. Specific Comments

1.2.1. The authors use the RCP 4.5 medium-level mitigation scenario as a benchmark to assess the future climate response to negative CO₂ emissions. However much of the discussion of prospective large-scale negative emissions deployment in the recent literature focuses on their use towards limiting end-of-century warming to well-below 2 C, more consistent with RCP 2.6 or RCP 1.9. Although even the “medium” mitigation scenario may seem optimistic relative to the present real-world trajectory, using one or both of these forcing scenarios representing even deeper levels of mitigation could increase the impact of this work. I recommend the authors run similar analysis on one or both of these deeper mitigation scenarios, even as a sensitivity case. This could allow the modeling community, policymakers, and other stakeholders insight into what a “best case” scenario might look like in terms of transient climate response and committed warming.

Thank you. In order to address this and also comment 2.2.2, we replaced RCP4.5 and CCS scenarios with shared socioeconomic pathways (SSP)1-2.6 as described in Riahi et al. (2017) and Meinshausen et al. (2020), and revised the manuscript based on the results of the simulations for this scenario. We decreased the number of scenarios to one as SSP1-2.6 has been designed based on the realistic future socio-economic developments (O’Neill et al. 2017) and already considers the application of the negative emissions technology, which gives three phases of positive, negative and zero emissions. We explained the model set-up for this scenario in detail in section 3.1.

1.2.2. In the final paragraph of the conclusions section the authors refer to the need for negative emissions technologies that have naturally long storage times. In the main body of the manuscript it would be helpful to describe exactly what types of carbon removal technologies are represented in the models used to develop the ensemble. Long-lived and permanent storage such as direct air capture or enhanced rock weathering referred to in the conclusions? Or biospheric such as afforestation? Or is the representation of negative emissions agnostic as to the source in the models? Any biospheric contribution to the negative emissions and potential feedbacks or the limitations in representing them should be identified in the discussion around land carbon.
Thank you for bringing this up. We implement the negative emissions as the reduction in anthropogenic CO$_2$ emissions and assume the carbon leaves the system permanently. This can be the representation of negative emissions technologies such as carbon capture and storage or enhanced rock weathering (ERW), which was shown to permanently remove the atmospheric CO$_2$ (Vakilifard et al., 2021). From a modelling perspective, however, the set-up for the two scenarios slightly differs. For the ERW, it is required to explicitly incorporate the effects of its by-products such as bicarbonate on ocean biogeochemistry to account for its co-benefits for the ocean and marine ecosystems. We referred to these points in section 3.1 of the revised manuscript.

1.3. Technical Corrections

The authors should be more precise in differentiating point source carbon capture from carbon capture from the atmosphere for negative emissions. Throughout the manuscript the more generic “carbon capture” or “carbon capture and storage” is used. While readers might infer from context that this is referring to negative emissions, this term should be clearly defined at every use to avoid the possibility of misinterpretation.

Thank you. In the revised manuscript, we mainly referred to the scenario as SSP1-2.6 rather than carbon capture and storage; however, where applicable we changed the carbon capture to carbon capture and storage to avoid the possibility of misinterpretation for the readers. Please see the abstract and sections 3.1 and 5.
2.1. Overall Assessment

The study uses an intermediate complexity Earth system model to assess eTCRE, ZEC and the effect of net negative emissions on these metrics. In addition, the study uses the theoretical framework of Williams et al., 2016 to decompose TCRE into components. Although the perturbed parameter model set-up is a promising method, the experiment design is baffling and thus the wider meaning of the results is very unclear. Additionally, the paper focuses on far too many metrics leading to a manuscript that is exceptionally long but without discernible purpose or meaningful conclusions. I recommend that the paper undergo major revisions.

We appreciate the reviewer’s supportive comment on the perturbed parameter model set-up. We believe the manuscript has been significantly improved through revisions based on the reviewer’s comments 2.1 to 2.3.

To address the reviewer’s comment regarding the experiment design and based on the recommendations of the first reviewer (please see comment 1.2.1), we have revised the manuscript to follow the realistic future scenario, SSP1-2.6. Thus, we have redone the analysis to now follow this more standard scenario. However, our essential results have not altered fundamentally.

In this study, we use a large ensemble to investigate two climate metrics of the eTCRE and ZEC (the original manuscript, section 1) until the end of the century, which is relevant to the climate policy, and beyond (over several centuries) to understand the long-term implications for climate response after the emissions cease. From the analysis of eTCRE framework, we determined the main contributors of uncertainty over positive, net negative and zero emission phases (original manuscript, section 4.1). The control of the climate response is investigated in two different ways involving (i) the control by the carbon and thermal variables and (ii) the correlation analysis between the model parameters and the slope of change in surface air temperature versus cumulative CO₂ emissions. From the analysis of ZEC, we showed the importance of deploying negative emissions technologies for reducing the risk of over-shoot after the emissions cease (original manuscript, section 4.3). We mentioned these points in the original manuscript section 5 and now updated it for the new runs. Additionally, we have made revisions to section 1 to bring more clarity to the manuscript.

2.2. General Comments

2.2.1 The authors need to explain where the 82 (86?) variants of GENIE come from. There is a reference to Foley et al., 2016) which presumably first derived the model set-up but a paper of this length should be self-contained and explain to the reader which parameters are being perturbed and how the variants represent uncertainty in the climate system.

Thank you for raising this point. The 86 variants of GENIE span plausible uncertainty in the physical and biogeochemical components of the model. In the revised manuscript section 3.1, we explained in more detail the characteristics of the 28 parameters and the resulting 86 parameter combinations which used in this study along with the relevant references.

2.2.2 The experiment design does not make much sense. The design is an example of a half-idealized experiment, as the non-CO₂ forcings are frozen at 2020 values but there is no explanation as to why this is done. Why not follow the real RCP 4.5 pathway? There are times when half-
idealized experiments do make sense but their purpose needs to be clear which is absent here. Also why use RCP 4.5 instead of SSP 4.5?

Thank you for pointing these out. We addressed the reviewer’s comment by updating the manuscript based on the results of the new simulations for SSP1-2.6 scenario. We chose this scenario over SSP4.5 to investigate the implications of the climate metrics in the best feasible scenario for policy-making purposes, as recommended by the first reviewer (please see comment 1.2.1). The model set-up for this scenario until 2100 and beyond is based on Riahi et al. (2017) and Meinshausen et al. (2020), which allows a continuation of non-CO₂ forcings until the end of the run. In the revised manuscript, section 3.1, we detailed the experiment design.

2.2.3 What is gained by starting the experiments in 850 CE instead of 1850 CE? The relevance model simulations would be easier to interpret if either real scenarios or idealized experiments were conducted.

In the original manuscript, section 1, we mentioned the reason for choosing 850 CE as the pre-industrial baseline is to account for land use change. This effect of land use change is minimised by starting at 1850 CE. Thus, in this study, the effect of the emissions from both natural and fossil fuel sources are included in the eTCRE calculations. It is notable that the historical transient emissions follow Eby et al. (2013) (the original manuscript section 3.1), in which the emissions from land use change start from 850 CE and the fossil fuel CO₂ emissions from 1750 CE (not 1850 CE). In order to bring more clarity to the manuscript, we added the start year for the emissions from each source in the revised version, sections 1 and 3.1.

We believe the reviewer’s comment has been addressed through the response to comment 2.2.2, as the manuscript has been revised for the more realistic sustainable development scenario, SSP1-2.6.

2.2.4 Following from the strange experiment design the computation of eTCRE if not comparable to other models and the computation of ZEC is incorrect. eTCRE by its nature varies by the pathway of non-CO₂ forcing agents. Here the effect of these agents is frozen in 2020, meaning that eTCRE cannot be compared to eTCRE computed by other models for RCP 4.5.

Thank you. We believe the reviewer’s comment has been addressed through revising the manuscript and redoing all of the model calculations to now be based on a new set of simulations for SSP1-2.6. As mentioned in response to the comment 1.2.1, we applied this scenario until the end of the century and beyond following Riahi et al. (2017) and Meinshausen et al. (2020) in which the non-CO₂ radiative forcing evolves in time; thus, the results of the eTCRE can now be compared with the existing literature.

We fully addressed the comment regarding ZEC in response to comment 2.2.5.

2.2.5 ZEC is defined as the Zero Emissions Commitment and can be defined as CO₂-only ZEC, or ZEC for other forcing agents independently or in combination (e.g. Matthews & Zickfeld 2012). Here none of these protocols is followed and you attempt to compute ZEC for zero CO₂ emissions while holding the non-CO₂ forcings constant. Thus the metric you compute is not ZEC, nor can it be compared to ZEC derived from other model simulations.

In the revised manuscript (section 4.3), we included an additional reference model experiment where the cumulative carbon emissions are kept constant after year 2077, but the non-CO₂ forcing is allowed to evolve as in SSP1-2.6. Accordingly, we updated the abstract and section 5.
2.2.6 While the decomposition of eTCRE into components is fine it is unclear what this analysis adds to our understanding of eTCRE. The paper essentially does the decomposition explains the results but does not assess how the 28 perturbed parameters are controlling the evolution of these components.

Thank you for raising this point. In the revised manuscript, the abstract and sections 4.2.2 and 5, we explicitly explained how the results of the correlation between the model parameters and the slopes of change in surface air temperature versus cumulative CO\textsubscript{2} emissions are linked to the results of the eTCRE framework analysis. During the positive emissions phase, it was shown that the radiative feedback parameter, responsible for more than 81\% of the variance in GENIE-1 climate sensitivity (Holden et al., 2010), is the main source of uncertainty in the values of $\Delta T/\Delta I_{em}$. This inference is in agreement with the results derived from analysis of the eTCRE framework, which showed thermal response contribution has a major role in uncertainty in eTCRE through the climate feedback parameter. The results of the two analyses are also consistent for the net negative emission phase. Based on the correlation analysis, the major source of uncertainty is the CO\textsubscript{2} fertilisation parameter which drives the main uncertainty in the terrestrial carbon. The uncertainty stemming from the carbon contributions in the eTCRE framework is expressed through the airborne fraction and similarly was diagnosed as the dominant control of uncertainty on eTCRE values during this period. Thus, the two types of analysis provide internally consistent answers.

2.3. Specific Comments

2.3.1. Line 2: K EgC^-1 is the preferred unit. Having Celsius and carbon together is confusing.

We changed the unit °C EgC\textsuperscript{-1} to K EgC\textsuperscript{-1} throughout the revised manuscript, including the abstract, sections 4 and 4.1 and Figs. 6 and S1.

2.3.2. Line 180: Does this mean that 4 of the model variants crashed?

Yes, in the original simulations, 4 out of 86 runs crashed. However, in the new simulations all 86 runs were successfully completed. We omitted the sentence regarding the crashed runs in the revised manuscript, section 3.1.

2.3.3. Figure 2: Grey lines for each variant with a mean value would be easier to look at.

We can see the point that the reviewer is raising, but the reason for choosing different colours in Fig. 2 was to show the behaviour of each individual ensemble member more distinctively, thus, we believe the figure with the current format can serve this purpose better.

2.3.4. Figure 3: The release of carbon from sediments seems really high.

The sedimentary CaCO\textsubscript{3} dissolution flux ranges from around 25 to 40 Tmol C yr\textsuperscript{-1} (Archer, 1996; Sulpis et al., 2018) and further up to 43 Tmol C yr\textsuperscript{-1} (Ridgwell and Hargreaves, 2007). During the positive emission phase (until 2077), the carbon release from the sediment reservoir is ~14 PgC on average, equivalent to a sedimentary CaCO\textsubscript{3} dissolution flux of ~21 TmolC yr\textsuperscript{-1} consistent with the existing literature. In the revised manuscript, we added this point to the text in section 3.2.
2.3.5. Line 224: Does Genie have any other heat sinks? Estimate is wrong word, makes it seem like energy is not being conserved by the model.

The ocean provides the only heat sink in GENIE-I, aside from melting of ice. However, the reason for using the word estimate in line 224 (section 3.3 in the original manuscript) was solely because the ocean heat uptake was used as an approximate for planetary heat uptake in calculations of thermal terms while it constitutes about 90% of this value (Church et al., 2011). We mentioned this point in the same sentence in the original manuscript.

2.3.6. Figure 10: Needs work. Different line styles for the percentiles would improve legibility.

In the revised manuscript, we assigned different line styles to each 10th, 50th and 90th percentile values in Fig. 10.
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