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Abstract. The North Sea and the Baltic Sea still experience eutrophication and deoxygenation in spite of large international
efforts to mitigate such environmental problems. Due to the highly different oceanographic frameworks of the two seas, mod-
elling efforts so far mainly focused either on one or the other Sea making it difficult to study inter-basin exchange of mass and
energy. Here, we present an ocean model (NEMO-Nordic) coupled to the Swedish Coastal and Ocean Biogeochemical model
(SCOBI), which covers the North Sea, the Skagerrak-Kattegat transition zone and the Baltic Sea. We address its validity to
further investigate biogeochemical changes in the North Sea-Baltic Sea system. The model reproduces the long-term temporal
trends, the temporal variability, the yearly averages and the general spatial distribution of all assessed biogeochemical param-
eters. It is particularly suitable to be used in future multi-stressor studies such as to evaluate combined climate and nutrient
forcing scenarios. In particular, the model performance is best for oxygen and phosphate concentrations. However, important
seasonal and spatial differences for chlorophyll-a and nitrate are seen between model results and observations in coastal areas
of the southeastern North Sea, the Skagerrak-Kattegat transition zone, the Gulf of Riga, the Gulf of Finland and the Gulf of
Bothnia. These are partially linked to different local processes and biogeochemical forcing that lead to a general overestima-
tion of nitrate. The validation of our model results for individual areas are in agreement with policy management assessment
areas, which gives an added value to better contribute to international programs aiming to reduce eutrophication in the Baltic

Sea-North Sea system.

1 Introduction

The North Sea and the Baltic Sea share similar ecological problems, such as eutrophication and deoxygenation (e.g. Peeters
etal., 1995; Greenwood et al., 2010; Gustafsson et al., 2012; GroB3e et al., 2016; Andersen et al., 2017; Ronnberg and Bonsdorff,
2004), despite being two substantially different basins. They differ from each other in bathymetry, geometry and forcing
conditions which control their ocean dynamics that respectively lead to two fundamentally different turnover time scales.
The area between the two seas, hereafter referred to as the Skagerrak-Kattegat transition zone, includes several sub-basins

(Fig. 1; after HELCOM 2013; OSPAR 2022) and is the only connection between the Baltic Sea and Atlantic waters. This
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zone is also one of the most heavily human impacted areas of the North Sea-Baltic Sea system (e.g. Korpinen et al., 2013;
Kenny et al., 2017) and therefore, relevant to include in ecological assessment studies for both seas. Previous biogeochemical
studies in the Skagerrak-Kattegat transition zone have focused on nutrient fluxes, eutrophication, summer algal blooms and
primary production, but mainly in the Kattegat for the period between 1950 and 2000. These studies concluded that there was
a decline in phosphorus and bottom oxygen concentrations after ~1980 (Andersson, 1996; Rasmussen and Gustafsson, 2003),
that primary productivity increased until at least the year 1980 after which the trends are less clear (Carstensen and Conley,
2004; Rydberg et al., 2006), and that important nutrient gradients exist within the Kattegat (Danielsson et al., 2004).

The Baltic Sea is a landlocked sea with several sub-basins separated by sills. It is shallow with an average depth of about
only 53 m, however, encompassing the Gotland deep (~249 m) and the Landsort Deep (~459 m) in the Eastern and Western
Gotland basins, respectively (e.g. Jakobsson et al., 2019). It has brackish water with both a north to south salinity gradient and a
strong perennial stratification in all deep basins. The stratification is due to large freshwater input from rivers at the surface and
advection of dense salty and oxygenated waters to deeper layers from the North Sea entering through the Danish Straits and
spreading across the Baltic Sea basins (e.g. Stigebrandt, 1987; D66s et al., 2004; Leppédranta and Myrberg, 2009). However,
this stratification also inhibits the supply of oxygen to the deep waters through vertical mixing. Thus, oxygen transport to the
deep water occurs mainly through intermittent inflows of saline water through the Danish Straits, primarily during the winter at
irregular (yearly to multiyearly) intervals (e.g. Gustafsson, 1997; Omstedt et al., 2004; Lass and Matthdus, 1996; Feistel et al.,
2008; Hordoir et al., 2015). The residence time of the water masses has been estimated to be ca. 35 years (Do6s et al., 2004;
Meier and Kauker, 2003; Wulff et al., 2001).

Contrary to the Baltic Sea, the North Sea is much more dynamic, with a residence time of only a few years (Otto et al., 1990;
Hordoir et al., 2019), and is heavily influenced by tides. Consequently, it is generally well-mixed and well-oxygenated, but its
deeper areas are periodically stratified. If influenced by riverine input, deoxygenation in such areas occur, in particular in the
Eastern North Sea, including coastal areas (Devlin et al., 2022; van Leeuwen et al., 2023). Tidal mixing fronts occur between
deep stratified and tidally mixed shallow waters (e.g. Ikeda et al., 1989; McGlade, 2002; Ducrotoy et al., 2000; Stindermann
and Pohlmann, 2011), which favour the growth of diatoms in spring. About 53% of the North Sea is permanently, seasonally
or intermittently stratified (van Leeuwen et al., 2015) favouring the growth of flagellates in summer. Its ocean dynamics and
biogeochemistry are also greatly influenced by the adjacent open Atlantic Ocean (Winther and Johannessen, 2006; Groger
et al., 2013). While filamentous cyanobacteria (hereafter referred to cyanobacteria) can dominate the (late—)summer primary
production in the brackish Baltic Sea (e.g. Finni et al., 2001; Janssen et al., 2004), they do not grow in the saltier North Sea.
Diatoms and flagellates can dominate the primary production in both Seas, but their spatial distribution and total biomass may
vary significantly from year to year and from subbasin to subbasin (e.g. Henriksen, 2009; Reid et al., 1990; Ford et al., 2017).

The entire Baltic Sea-North Sea system has experienced increased anthropogenic nutrient loads from rivers, point sources
and the atmosphere since the early 1900s and especially after the 1950s (e.g. Savchuk et al., 2008; Vermaat et al., 2008;
Gustafsson et al., 2012; Holt et al., 2012). This has led to an acceleration of algal growth (i.e. eutrophication), especially in
coastal waters, and oxygen deficiency in bottom waters. In particular, (late-)summer cyanobacteria blooms occur in the Baltic

proper, which have been found to be closely linked to the variability of phosphorus supply to surface waters and stratification
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and to changing redox conditions in the water column (Kahru et al., 2000; Janssen et al., 2004; Eilola et al., 2009). Because of
the different renewal time scales, the nutrients are recycled much faster in the North Sea than in the Baltic Sea. However, neither
the North Sea nor the Baltic Sea have yet fully recovered despite large efforts to reduce nutrient loads since the 1980-1990s. In
the North Sea, the persistent eutrophication has been linked to a stronger reduction on phosphorus versus nitrogen loads, which
have created nutrient imbalances that affect the growth and species composition of marine phytoplankton communities (Burson
et al., 2016; Ly et al., 2014). In the Baltic Sea, the slow recovery is linked to the fact that the water column nutrient inventory
is tightly coupled to that of the sediments due to the long and frequent exposure to low-oxygen conditions. This accelerates the
recycling of benthic phosphorus minerals under de-oxygenated bottom waters (e.g. Koop et al., 1990; Mort et al., 2010; Jilbert
and Slomp, 2013).

An overview study on the ecological and geopolitical status of the North Sea and the Baltic Sea highlights the need for
more long-term monitoring data and improved models to support the Marine Strategy Directives and international programs
aiming to improve the ecological conditions in the Baltic Sea-North Sea system (Ducrotoy and Elliott, 2008). Indeed, several
EU management programs and directives are now well established (e.g. Mee et al., 2008) and can in a challenging but possible
joint effort cover the whole of the North Sea and the Baltic Sea. In studies by Almroth and Skogen (2010) and Eilola et al.
(2011b), respectively, the eutrophication status of the North Sea-Baltic Sea system for the year 2005 and the years 2001-2006
was assessed based on observations and ensemble model results. However, none of the models used in these studies include
both seas and therefore, they instead combined results from several models to analyze the entire North Sea-Baltic Sea system.
Covering both seas in one single model is a big advantage as this avoids the need to formulate reasonable lateral boundary
conditions, often based on a limited number of observations that may oversimplify the actual dynamics. This can greatly
influence the model results and is particularly true in the Kattegat-Skagerrak transition zone. To our knowledge, only two other
3D ocean models with fully coupled biogeochemistry cover both the North Sea and the Baltic Sea (Daewel and Schrum 2013
and Maar et al. 2011). Their results show generally good agreement with observations in time and space, but give biases for
different biogeochemical parameters. Thus, large model uncertainties still exist for the Baltic Sea-North Sea system, linked to
differences in model set-ups and process descriptions. Having a variety of independent models for similar domains is important
to assess such uncertainties (Eilola et al., 2011a).

In the present study we use the ocean model NEMO-Nordic (Hordoir et al., 2019) with a model domain covering both the
North Sea and the Baltic Sea, for the first time coupled to the Swedish Coastal and Ocean Biogeochemical model (SCOBI) that
earlier has been used in many applications for the Baltic Sea (e.g. Almroth-Rosell et al., 2015; Eilola et al., 2009, 2012; Meier
et al., 2012) and the Swedish coast (Edman et al. 2018). The model will in the future be used to produce novel climate and
nutrient scenarios similar to those provided in the Climate Change Scenario Service (www.smhi.se/en/climate/future-climate/
advanced-climate-change-scenario-service/oce/), produced by the Swedish Meteorological and Hydrological Institute (SMHI),
but now with a consistent model domain that covers the entire North Sea-Baltic Sea system. We present model results and model
skills compared to observational based estimations. We also link our analysis to the latest policy management areas (Fig. 1)
to identify regional model performances and to, in the future, better contribute to European initiatives on de-eutrophication of

both the North Sea and the Baltic Sea.
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mmm 1: Coastal FR channel W 24: Eastern North Sea
m= 2: Channel coastal shelf tidal influenced 25: Northern North Sea
3: Coastal NOR 2 == 26: Channel well mixed
wwm 4: Coastal NOR 3 wwm 27: Skagerrak
BN 5: Dogger Bank 28: Scottish Sea
I 6: Norwegian Trench 29: Kattegat
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B 8: German Bight (deep) [ 31: The Sound
mmm 9: Seine plume 32: Kiel Bay
B 10: Coastal UK channel 33: Bay of Mecklenburg
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12: Scheldt plume 1 m 35: Bornholm Basin
13: Elbe plume 36: Gdansk Basin

B 14: Scheldt plume 2 37: Western Gotland Basin
[ 15: Meuse plume mmm 38: Eastern Gotland Basin
16: Rhine plume e 39: Gulf of Riga
17: Ems plume 40: Northern Baltic Proper 44
== 18: Thames plume I 41: Gulf of Finland
=== 19: Humber plume mmm 42: Aland Sea
i 20: East Coast (permanently mixed) 1 mmm 43: Bothnian Sea
21: East Coast (permanently mixed) 2 W 44: The Quark
mmm 22: Intermittently Stratified 2 45: Bothnian Bay
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Figure 1. Combined division of assessment areas from COMP4 OSPAR 2021 (1 to 28) and Baltic Sea assessment units from HELCOM
2021 (29 to 45) adapted to our model domain. Note the HELCOM division is shown for the Kattegat, while the OSPAR is shown for the

Skagerrak. Stars represent the analysed shark stations (highlighted in red are those shown in the study).
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2 Material and methods
2.1 Model Description

We use the coupled physical-biogeochemical ocean model NEMO-SCOBI, in which the ocean component is based on the
Nucleus for European Modelling of the Ocean (NEMO) framework (Madec et al., 2017), version 3.6. This three dimensional
model has been specifically configured for the Baltic Sea and the North Sea (NEMO-Nordic; Hordoir et al. 2015, 2019) by
SMHI and covers an area from 4.15278 °W to 30.1802 °E and 48.4917 °N to 65.8914 °N (Fig 1). The biogeochemistry
is simulated by SCOBI also developed at SMHI (Marmefelt et al. 1999; Eilola et al. 2009; Meier et al. 2012; FEilola et al.
2012; Almroth-Rosell et al. 2015). The SCOBI model has been successfully coupled to different ocean and coastal models
(e.g. Almroth-Rosell et al., 2011; Edman et al., 2018). However, previous model domains only cover either the Baltic Sea
including the Kattegat or the Swedish coastal waters. Here, the SCOBI model is coupled for the first time to NEMO-Nordic
and therefore, computes changes of key biogeochemical properties in the water and sediments for the entire NEMO-Nordic
domain. The ocean model coupled to the biogeochemistry is referred to as NEMO-SCOBI.

In the present study, the model was integrated from 1961 to 2017 and validated for recent years (2001-2017) when biogeo-
chemical observations are the most abundant. The period before 1975 is regarded as a spin-up. For the physics, we use all
settings as in Hordoir et al. (2019), but with an updated physical forcing and representation of fast ice, allowing it to form
only in shallow areas when attached to the shore (Siirid et al., 2022). We also use daily river forcing instead of monthly. The

physical and the biogeochemical settings are described in section 2.1.3 and section 2.1.4, respectively.
2.1.1 Ocean hydrodynamic model: NEMO-Nordic

NEMO-Nordic has 56 vertical levels with a resolution of 3 m close to the surface, decreasing to 22 m at the bottom of the
deepest part of the domain (Norwegian trench) and a horizontal resolution of approximately 2 nautical miles (~3.7 km).
NEMO-Nordic has two open boundaries: a meridional one located in the western English Channel between Brittany and
Cornwall, and a zonal one located between Scotland and Norway (Fig. 1). For further details on ice and ocean dynamics see

Pemberton et al. (2017) and Hordoir et al. (2019), respectively.
2.1.2 Biogeochemical model: SCOBI

The SCOBI model (first described by Marmefelt et al. 1999) is a process-oriented nutrient, phytoplankton, zooplankton, and
detritus (NPZD) model that traditionally simulated three major marine biogeochemical cycles (nitrogen, phosphorous and
oxygen) in both the water column and sediments (Eilola et al., 2009; Almroth-Rosell et al., 2011, 2015). Now coupled to
NEMO-Nordic, SCOBI includes also the marine silicon cycle. Currently, the model has 17 biogeochemical state variables, of
which 13 are pelagic and four are benthic (Table 1). Inorganic forms in the water column are represented by six state variables:
dissolved oxygen (02), nitrate (NO3), ammonia (NH4), phosphate (PO4), mineral-bound inorganic phosphorus (WIP) and

dissolved silicate (DSi). Dead particulate organic material in the water column is separated in three variables as detritus:



125

130

135

140

145

150

https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

nitrogen detritus (DETN), phosphorus detritus (DETP) and amorphous biogenic silica (OPAL). Nutrients are assimilated by
three phytoplankton functional groups defined as diatoms (PHY 1), flagellates and others (PHY?2), and cyanobacteria (PHY3),
which are all grazed by bulk zooplankton (ZOO). In SCOBI, hydrogen sulfide concentrations are represented by ’negative
oxygen’ equivalents so that —[O3] = % - [H3S] in ml1~! (Fonselius, 1962). The model accounts for one sedimentary layer
containing the benthic reservoirs of nitrogen (BN), silicon (BSi), organic phosphorus (BOP) and inorganic phosphorus (BIP),
where BIP represents a benthic pool of phosphate adsorbed to mineral particles (e.g. iron-oxides) (Almroth-Rosell et al.,
2015). A diagram summarizing the biochemical cycling in SCOBI is shown in Figure 2 and the state variables are summarized
in Table 1.

The main processes included in the water column are primary production, N,-fixation, grazing and sloppy feeding, reminer-
alisation of organic matter and its resulting oxygen consumption, sinking of particles, nitrification, denitrification and organic
matter deposition to the sediments. Within the sediments, dissolved nutrients can be released back to the water column due to
remineralisation of organic matter, and deposited organic material can be resuspended back to the water column due to currents
and wave bottom friction. Under oxic conditions a fraction of the phosphate from remineralized benthic organic phosphorus
adds to the benthic pool of inorganic phosphorus while the other fraction is released directly to the water column. The sizes of
the fractions are oxygen dependent. Also, scavenging of phosphorus from the water column takes place adding to the benthic
inorganic phosphorus pool. During anoxic conditions, all the remineralized phosphorus is directly released to the water col-
umn, as well as a fraction of the benthic pool of inorganic phosphorus. For the benthic nitrogen, a fraction of the remineralized
nitrogen is removed by benthic denitrification (BDFEN). The fraction depends on the available oxygen concentrations in the
bottom waters with a medium rate during oxic conditions and a maximum rate under low-oxygen conditions that decreases
rapidly to a null rate during anoxic conditions. However, benthic denitrification can continue when the bottom water is anoxic if
nitrate is available in bottom waters following equation A25 (Appendix A2). The parametrization of the other processes above
are described in Eilola et al. (2009) and for the latest modifications to the benthic phosphorus in Almroth-Rosell et al. (2015).
Here, some parameters in SCOBI are updated when coupling it to NEMO-Nordic. Besides the addition of the silicon cycle, the
adjustments mainly concern the tuning of phytoplankton growth rates, rates of burial and nutrient release from sediments and
resuspension of benthic organic nutrients due to wave and current friction. This was done to better capture primary production
in the Baltic Sea and to include benthic processes in the North Sea. In addition, the parametrization of oxygen penetration depth
was replaced by the oxygen concentration in bottom waters in benthic-redox dependent processes for phosphorus as NEMO-
SCOBI does not include oxygen in the sediment layer. For clarity, we detail the current SCOBI formulations for phytoplankton

growth and all relevant sedimentary processes in Appendix A, sections Al and A2.
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Table 1. SCOBI state variables

Variable = Description Units

Water column

PHY1 Diatoms mg CHLm ™3
PHY2 Flagellates and others mg CHLm ™3
PHY3 Cyanobacteria mg CHLm ™3
700 Zooplankton mgCm™>
PO4 Phosphate mmol Pm ™3
WIP Mineral-bound inorganic phosphate  mmol P m—3
NO3 Nitrate mmol Nm™*
NH4 Ammonium mmol N m™3
Si Silica mmol Sim >
DETN Nitrogen detritus mgCm™?
DETP Phosphorous detritus mg Cm™?
OPAL Biogenic siliceous material mmol Sim >
02 Dissolved oxygen ml Oy 171
Sediments
BOP Benthic organic phosphorous mmol P m~?
BIP Benthic inorganic phosphorus mmol P m~?
BN Benthic nitrogen mmol N m ™2
BSi Benthic silicon mmol Sim 2
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Figure 2. Schematics of the biogeochemical processes included in NEMO-SCOBI, where main variables determining a process (as inde-
pendent variable or as a threshold) are indicated with symbols. Processes for plankton, detritus and oxygen are: WO = Nitrate uptake for
phytoplankton growth, W1 = Ammonium uptake for phytoplankton growth, W2 = Phosphate uptake for phytoplankton growth, W3 = Sili-
cate uptake for diatoms growth, W4 = Sinking and sedimentation of phytoplankton, W5 = Grazing, W6 = Mortality, W7 = Excretion/Sloppy
feeding, W8 = Predation, W9 = Zooplankton faeces, W10 = remineralisation of detritus and oxygen consumption, W11 = Sinking and
sedimentation of detritus, W12 = Water column denitrification, W13 = N,-fixation by cyanobacteria, W14 = Oxygen exchange between

atmosphere and surface water. Processes for phosphate are:
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Figure 2. ... caption continuation ... PO = Phosphate release from decomposition of organic matter in sediments (PO’ = Fraction of the
mineralized benthic organic phosphorus that is directly released to the overlying water and PO” = Fraction that is transferred to the benthic
inorganic phosphorus), P1 = Resuspension of inorganic phosphorus, P2 = Deposition of inorganic phosphorus, P3 = Phosphate release
from benthic inorganic phosphorus, P4 = Scavenging of phosphorus into sediments under oxic conditions, PS5 = Resuspension of organic
phosphorus, P6 = Deposition of organic phosphorus, P7 = Burial of inorganic phosphorus, P8 = Burial of organic phosphorus. Processes for
nitrogen are: NO = Nitrogen release from decomposition of organic matter in sediments (N0’ = Fraction released as nitrate and NO” = Fraction
released as ammonium), N1 = Resuspension of organic nitrogen, N2 = Ammonium adsorption to particles, N3 = Deposition of organic
nitrogen, N4 = Total benthic denitrification (which consists of 2 pathways: denitrification of pelagic nitrate and denitrification of benthic
nitrogen) N5 = Water column nitrification, N6 = Burial of organic and inorganic nitrogen. Processes for silica are: SO = Silicon release of
benthic silicon, S1 = Resuspention of benthic silicon, S2 = Deposition of silicon, S3 = Burial of organic and inorganic silicon. Input fluxes
from rivers are for nitrate, ammonium, phosphate, silica and detritus for both phosphorus and nitrogen (INO to INS5). Atmospheric input are

for all nutrients except silica, which is only supplied by rivers.

2.1.3 Physical setting

In this study, the meteorological forcing is taken from the reanalysis data set Uncertainties in Ensembles of Regional ReAnal-
yses (UERRA; e.g. Dahlgren et al., 2016, available at www.uerra.eu) with a spatial resolution of 11 km and a time resolution
of 1 hour for wind, air pressure, air temperature, humidity, and solar and long-wave downward radiation, and 12 hours for
precipitation (i.e. rain and snow).

The open boundary forcing consists of barotropic currents, sea level and nine tidal constituents as well as monthly salinity
and temperature data. The barotropic currents and sea level are calculated using the two dimensional storm-surge model North
Atlantic Model (NOAMOD; She et al., 2007) for 1979-2017. These were corrected for baroclinic effects using monthly sea
level data from ORAS4 to improve the ocean circulation in the North Sea. To extend it back in time, we applied a neural
network based regression technique, following Hieronymus et al. (2019). The salinity and temperature profiles are monthly
mean values interpolated from an ORAS4 configuration (Balmaseda et al., 2013).

Daily values of runoff for the period 1961 to 2019 were provided by a dedicated simulation with the Hydrological Predictions
for the Environment model with the European application v.3.1.8 (E-HYPE; Donnelly et al. 2016). These were here reduced
by a factor of 0.9 by recommendation of the E-HYPE developers, due to an overestimation in the precipitation in this E-HYPE
run, especially over the Baltic Sea. For the physical initial conditions we used restart files from the simulation in Hordoir et al.

(2019) that were the closest to the observations for physical properties at the start of the simulation.
2.1.4 Biogeochemical settings

For the initialization, the biogeochemical initial values are derived from a combination of typical North Sea and Baltic Sea
profiles and spin-up values from previous sensitivity tests performed with NEMO-SCOBI. The forcing for the open boundary
conditions for the biogeochemical model were created based on the ICES data base (Beszczynska-Moller et al., 2009) and

interpolated as seasonal cycle climatology to the model grid.
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The atmospheric nutrient forcing, consisting of bioavailable nitrate, ammonium and phosphate, and nitrogen detritus, was
interpolated as seasonal cycle climatology from yearly averages of total atmospheric loads of nitrogen and phosphorus in the
Baltic Sea and period averages reported per basin for 1994 to 2006 in Savchuk et al. (2012). Ammonium, nitrate and detritus are
here assumed to be 40, 50 and 10 % of the total atmospheric nitrogen load, respectively. A constant value per nutrient per basin
and per month is then given to individual model grid cells in mmol m~2 s~!. While both nitrogen and phosphorus atmospheric
input increase from 1975 to the 1980s, only nitrogen clearly decreases after the 1980s. The resulting atmosphere input to the
Baltic Sea of both total phosphorus and nitrogen are comparable to those reconstructed by Gustafsson et al. (2012) and reported
for recent years by HELCOM (Gauss et al., 2022). However, historic nitrogen atmospheric inputs are uncertain, and our method
resulted in higher loads (~ 100 N kton/year) than those in Gustafsson et al. (2012) for years before 1995. In the North Sea,
historic atmospheric loads are also uncertain, especially those for phosphorus. Here, we use the total atmospheric nutrient load
for the Baltic proper to reconstruct the specific loads in the North Sea, resulting in nitrogen loads that are comparable to those
reported by OSPAR for years 1994 to 2014 (Bartnicki et al., 2019) but fairly constant values for phosphorus loads after the
year 1970.

The daily riverine nutrient loads are based on the dedicated E-HYPE run, which captures well the interannual variability.
However, they do not include the increase of nutrients due to increased fertilizers in the 1960s and the consequent reduction
due to nutrient regulation policy in the 1980s. Hence, we do not use the river forcing as originally provided. Instead, the
riverine nutrient loads were corrected for each year and each basin to the level of compiled observational data for nutrient loads
combining two data sets, one for the North Sea (the ICG-EMO database of European rivers; Lenhart et al. 2010) and one for
the Baltic Sea (Gustafsson et al., 2012). The result is an E-HYPE forcing, with river points adapted to the NEMO-Nordic grid
(Fig. 3), with slightly reduced runoff and modified nutrient loads that include the increase and the following decrease seen in
observations (Fig. 4). In addition, the detritus loads for nitrogen and phosphorus in the SCOBI model are reduced by a factor
of 0.3 for nitrogen and 0.75 for phosphorus once they reach the coastal waters. This is to account for only the bioavailable
fraction of the organic matter coming from rivers (Eilola et al., 2011a). Because E-HYPE does not include the silica cycle,
we use a compilation of observations for both the North Sea and the Baltic Sea adapted to the NEMO-Nordic river points to
reconstruct the silica river loads. Two main data sets for silica loads (the Baltic Nest Institute - Stockholm University; personal
communication with Bo Gustafsson and the ICG-EMO database of European rivers; Lenhart et al. 2010) were combined to

include as many observation points as possible for both the North Sea and Baltic Sea (not shown).

10
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Figure 3. Averaged riverine loads of a) total phosphorus (TP), b) total nitrogen (TN) and c) runoff for the period 2001 to 2017 in the river
forcing applied to the model domain. Circle sizes illustrate the relative load contribution in the area and the total period average for the

domain is also shown. d) The nitrogen and phosphorus (N to P) ratios for each river point, where the Redfield ratio is ~7 g N (g P) ™!
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2.2 Observations and validation method

In order to compare model results to observations, nitrate, nitrite, ammonium, phosphate, particulate organic nitrogen, par-
ticulate organic phosphorus, chlorophyll-a, oxygen and hydrogen sulfide, as well as sea water temperature and salinity were
downloaded from the open SHARK database (The Swedish national archive for oceanographic data; https://sharkweb.smhi.se)
and the ICES database (The International Council for the Exploration of the Sea; www.ices.dk). Observations measured more
than once a day were averaged to obtain one daily value. However, both datasets are not homogeneously distributed in time,

space and depth and most positions are rarely measured more than twice a year.
2.2.1 SHARK database

The observations from the SHARK database were used to analyze long-term model results and their interannual variability
at 27 selected stations in the Skagerrak-Kattegat transition zone and in the Baltic Sea (Fig. 1). These stations were selected
based on their distribution in relevant sub-basins of the Skagerrak-Kattegat area and the Baltic Sea (Fig. 1). All stations
are well documented and broadly used in monitoring studies. However, observations for chlorophyll-a at discrete depths are
lacking at stations B7, C3, F3 and F9. At C3, only observations for phosphate in the water column and for oxygen in bottom
waters are available. At B7, nitrate, nitrite and ammonium observations are lacking. The number of observations of nitrate and
chlorophyll-a available in Skagerrak are also scarce before the year 2000.

Euxinia (i.e. waters with no oxygen but free hydrogen sulfide; H,S) is converted from H,S to "negative oxygen" equivalents
in the same way as in SCOBI (see section 2.1.2). If both oxygen and hydrogen sulfides are present and oxygen concentrations
are above the detection limit, then we use the oxygen concentration. On the other hand, if oxygen concentrations are below the
detection limit, then we use the hydrogen sulfide conversion.

Daily time series at selected stations in the model were plotted against observations of phosphate, nitrate plus nitrite, oxygen,
discrete chlorophyll-a, salinity and temperature for the period 1975 to 2017. These are compared to model results at several
discrete depths at all selected stations. For surface waters, both model and observations were averaged over the first ~10 m for
comparison. For bottom waters, observations within the bottom layer of the model were averaged. The daily time series are
also used to evaluate the model skill at selected stations for the main biogeochemical parameters (section 2.2.3).

The salinity, temperature and current fields in the North Sea-Baltic Sea system show large variability on decadal time scales
that are superimposed on multi-decadal long-term trends, particularly in the North Sea (Daewel and Schrum, 2017). This
variability is not necessarily in phase in all regions. In order to evaluate the model interannual variability, we analyzed averages
for a 17 year period (from 2001 to 2017), so that at least one decadal cycle is included as well as the years with the most
observations. Note that within this chosen period several medium to strong inflows to the Baltic Sea occurred, e.g. in 2003 and
2014 (Mohrholz et al., 2015; Mohrholz, 2018). In addition, a simple linear regression analysis is performed for the periods
1975-1996 and 1996-2017 for both observations and model results to detect differences in long-term trends. The year 1996 has
been chosen as a reference year when nutrients are high in most of the model domain, but not necessarily when these are at

their maximum. Therefore, the regression analysis here cannot be used to detect the exact timing of potential changes in trends.
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If the number of observations is less than five within the regression time period, no regression line is plotted. The p-values are
calculated and evidenced against null hypothesis, considering a significant trend when p-value < 0.05.

Monthly (m), seasonal (s) and period (p) averages together with their corresponding standard deviations with time is cal-
culated at all depths. The number of observations for each averaged profile (nobsy,s,) was calculated in percentage based on
the corresponding total number of days (ndaysy,sp) within the period so that the coverage in % = nobsy,y - 100/ndaysy, .y .
We take a minimum nobsp, sy of 3 to calculate the averages and no interpolation in depth or time was performed. Monthly
values and their standard deviation were also averaged over the first ~10 m. We evaluate the model skill at selected stations as

described in section 2.2.3.
2.2.2 ICES database

To analyze the spatial variability in surface waters, we use the ICES observations for nitrate plus nitrite, phosphate and
chlorophyll-a within our model domain. These were seasonally averaged over 2001 to 2017 and over the first ~10 m. The
difference between each observation data point and corresponding model point in surface waters is calculated as M; — O;. We
also use the ICES data base to evaluate the spatio—temporal model skill for the main biogeochemical parameters (section 2.2.3)
following the management areas agreed in the Oslo-Paris Commission’s (OSPAR) for North Atlantic waters and North Sea and
the Helsinki Commission (HELCOM) for the Baltic Sea. These area divisions were combined but, as the area definition from
OSPAR and HELCOM in the Kattegat overlap and differ from each other, we use the HELCOM definition for the Kattegat
(Fig. 1; HELCOM, 2006; OSPAR, 2022). Oxygen is only evaluated below surface waters, because in surface waters the model
is mainly controlled by the atmospheric conditions, resulting in surface oxygen values close to saturation and therefore always
in good agreement with observations. The number of observations used per area in this study is illustrated in Fig. 5. Areas with
less than 100 observations for all four variables within the period 2001 to 2017 are not shown. These are areas 3, 10, 14, 19,
20 and 21. In addition, the number of observations of oxygen below surface are also less than 100 in areas 1, 2, 9, 11, 12, 15,
16, 18 and 26.

2.2.3 Model skill evaluation

To evaluate the model skill two dimensionless parameters, the Pearson correlation coefficient (r) and a cost function (C'F’) are

used. Following Eilola et al. (2009), C'F is defined as:

CF — Zz:1| std(O) 7 (])

n
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Figure 5. Number of observations per area according to Fig. 1 in a) the North Sea, b) the Skagerrak-Kattegat transition zone and c) the Baltic

Sea. Observations are for phosphate (PO4), nitrate (NO3), chlorophyll-a (CHLA) and oxygen (O2) for the period 2001 to 2017 in surface

(above 10 m), intermediate (in between 10 m and 100 m) and deep waters (below 100 m). For oxygen only observations below surface

waters are considered (below 10 m). Areas with less than 100 number of observations for all four variables are not shown (i.e. areas 3, 10,

14, 19, 20 and 21 in the North Sea). Note that the y-axis scale in a), b) and c) differ.
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where ¢ denotes the point in depth and/or time, 7 is the number of data points and M and O are the model results and observa-
tions, respectively. The Pearson correlation coefficient provides information about how well variability in the observations is
represented by the variability in the model. The cost function gives the proximity of the model to observations by normalizing
the bias with the standard deviation of the observations. While a positive r will always fall between 0 and 1, with 1 being a
perfect fit, C'F’ will be below 1 only when model results fall within the standard deviation of the observations. Similarly to other
studies (e.g. Edman et al., 2018; Edman and Anderson, 2014), we combine both skill metrics as 1 - » vs C'F. Thus, the closer
values are to origin, the better the model performance is. More specifically, when values fall within an inner quarter circle with
axis (1 - r, CF) = (0.33, 1), the model performance is considered to be good. Model values are considered acceptable if they
fall outside this inner quarter circle but within an outer quarter circle with axis (1 - r, CF') = (0.66, 2). Large model biases are
found when values fall outside the outer quarter circle.

This analysis is both performed per station for the period 2001 to 2017 considering all days and depths. We select the stations
with good salinity and temperature model skill to best evaluate the SCOBI performance and therefore, avoid biases from the
ocean model. We also discarded stations with less than 500 observations for this analysis. The period mean and the seasonal
model skill for phosphate, nitrate, chlorophyll-a and oxygen are then evaluated.

To get an overview of the spatio-temporal performance of NEMO-SCOBI, the model skill for the same biogeochemical
parameters are evaluated for the entire domain as a whole and its sub-basins: The Baltic Sea, the Skagerrak-Kattegat transition
zone and the North Sea. In order to have an overview on a finer regional scale, a model skill analysis per area was evaluated
according to the latest assessment area definitions from HELCOM and OSPAR (Fig. 1). This evaluation is done for the entire
water column and also for surface, intermediate and bottom waters. Areas with too little observations (< 100) for each variable

during the period 2001 to 2017 are not evaluated.

3 Results and discussions
3.1 Validation per stations

In general, the long-time trends, the period means and to a lesser extent the seasonal cycle of all biogeochemical state variables
are well captured by the model at all 27 stations. In addition, the interannual variability in the model is in good agreement with
observations at most stations. Each station has local specificities both in observations and in model performance. However, the
model performance between stations show large similarities depending on how near they are from each other. In this section,
we present results of time series for surface and bottom waters as well as averaged-profile analysis from two stations: ANHOLT
(Fig. 6 and Fig. 7) and BY15 (Fig. 8 and Fig. 9). These are here considered to represent the Skagerrak-Kattegat transition zone
and the Baltic proper, respectively. This is because the model response at these two stations is very similar to that at stations
within their corresponding regions (i.e. the model response at ANHOLT is similar to that at A13, A15, A17, P2, SLAGGO,
FLADEN and W LANDSKRONA in the Skagerrak-Kattegat transition zone, and the model response at BY 15 is similar to that
at BY1, BY2, BY4, BYS5, HANOBUKTEN, BCSIII-10, BY10, BY20, BY29, BY31, BY32 and BY38 in the Baltic proper).
In Appendix B, section B, we also show results from A17 (Fig. B1) in the Skagerrak and BY5 (Fig. B2) in the Bornholm
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Basin (Fig. 1) as further examples. Note that the model response at F9 is similar to that at F3 and C3, representing the Gulf
of Bothnia. However, results from this area are not shown due to the lack of observations in this region. Together with the
averaged-profiles, we show the corresponding observation coverage at all depths, which is never larger than 8% at all analyzed
stations (e.g. Fig. 7 and Fig. 9) and highlights the low temporal resolution of observations. Indeed, the used observational data
set has a temporal resolution of a maximum of twice a month. Consequently, the probability of missing the monthly maximum
(or minimum) in this data set is high and therefore, may not show the full variability range. Higher temporal resolution data set
exist (e.g. Rantajirvi et al., 1998; Greenwood et al., 2010), however, they only cover a few recent years and are not available
for all biogeochemical parameters. Therefore, they cannot be used to analyzed historic model results. When accounting for

long-time series, the used observational data set becomes more reliable and more likely to be representative of the system.

ANHOLT: Skagerrak-Kattegat transition zone

At ANHOLT, temperature, salinity and oxygen are very well captured by the model both in time and depth (Fig. 6a, Fig. 6b
and Fig. 6f). Phosphate also shows good agreement with observations at all depths, especially in surface waters, where it is
yearly depleted in both observations and the model (Fig. 6¢). However, nitrate and chlorophyll-a are higher in the model than in
the observations (Fig. 6d and Fig. 6e). As in observations, the modeled nitrate at ANHOLT is depleted in surface waters, but the
yearly maxima are too high compared to observations. This results in a period-averaged positive bias of about 5 mmol N m~—3
(Fig. 7f). In bottom waters, all model values for nitrate at ANHOLT fall outside the observation range. Note that the nitrate
bias is smaller at all stations in the Skagerrak (e.g. at A17; Fig. B1, Appendix B) than those at ANHOLT and FLADEN (not
shown) in the Kattegat. Despite this bias, a decreasing nitrate trend after 1995 is seen in bottom waters in both observations
and model results (Fig. 6d), suggesting that the long-time trend is still captured by the model. The model results show an
overall reduction of phosphate in the Skagerrak-Kattegat transition zone for the entire period (i.e. all stations in this region
show a negative trend with p-values smaller than 0.05 when evaluated for 1975 to 2017), in agreement with that reported by
Rasmussen and Gustafsson (2003) and Wulff and Stigebrandt (1989) after the 80s in the Kattegat. However, our model results
suggest a significant increasing trend from 1975 until the 1990s for surface and bottom nitrate and for surface phosphate at
ANHOLT (Fig. 6¢ and Fig. 6d). At ANHOLT the number of observations are to low to be able to validate this trend. However,
at the stations in the Skagerrak (A13 and SLAGGO), where the observation coverage is better, such trends are not observed.
In the model results, there is a significant decreasing trend (p-value < 0.05) in both nutrients at stations in the Skagerrak after
1996 in both surface and bottom waters, but the trend in surface waters is not statistically significant for observations (p-value
> 0.05). The model trends in the Skagerrak-Kattegat transition zone are strongly linked to the applied river forcing in this
region, which increase in nutrients from the start of the period followed by a decrease after the 1990s. The poor observational

coverage, especially before 1996, makes it difficult to analyze trends in this region only based on observations.

17



https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

3(/)u\u-lou Temperature ( °C) . Salinity
~ 7‘7 ‘ I 1 L - c
: - —— Model: Surface-averaged "
20

h n Obs.: Surface-averaged ﬂ

10 ﬂ M ﬂ AARRARAANARAAAAR AR

ORI

30 ‘ | ‘ ‘
—— Model: bottom (44 m) 36 :
20 Obs.: Bottom-averaged from 42 to 64 m 34-YWM”\‘WW § PR t
: 32 1 1 )
10 | | | |
W\W ‘ R RN
Bottorr ‘ ! 30 i

10

:?) i erhosphate (mmol P m~3) ) Nitrate (mmol N m~3)
T ﬂunuﬂvnhﬂvﬂuﬂununuﬂvrﬂ\fW g

2 1 ; oty ‘ | il H“,“ nltlil

1 v L T TN GAT AR5 g 0t Ak N B ALY
ol E = +¥ Yo . s }l K § rv Py ‘lA“_i:w L
1975 1980 1985 1990 1995 2000 2005 2010 2015 1975 1980 1985 1990 1995 2000 2005 2010 2015
3(::) Chlorophyll-a (ug Chla I71) fsd) Dissolved Oxygen (ml O, /1)
- T T T
urface \
: | 10 ---- Hypoxia (<2 ml 0, I71)
20 (] RN e 1 [ S 4 ~—— Anoxia
| =t 1
| I ¥ ! %
10 \ ‘ : O--]'l l '”"'uuuﬂj Hi””"-
%75 1080 1985 1990 1995 2000 2005 2010 2015 £975 1980 1985 1990 1995 2000 2005 2010 2015
(e) Time () Time
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Figure 6. ... caption continuation ... observations in surface (averaged over the first ~ 10 m) and bottom waters for the period 1975 to 2017
at ANHOLT. A simple linear regression is shown for the periods 1975-1996 and 1996-2017 for both model results (black) and observations
(blue) for phosphate, nitrate, chlorophyll-a and oxygen. The standard deviation for surface averages are shown for both model (gray) and

observations (blue).

Similarly to findings by Carstensen and Conley (2004), the model shows a small, but significant increasing and decreasing
trend in chlorophyll-a from 1975 to 1996 and towards 2017, respectively (Fig. 6e). These are not shown by the chlorophyll-a
observations, which don’t show a statistically significant slope (P-value > 0.5) for 1996 to 2017. Observations of chlorophyll-a
are lacking, especially before the year 1996. In addition, higher maxima of chlorophyll-a are more frequently displayed by
the model than in the observations. Consequently, the model monthly averages (seasonal cycle climatology) over the period
2001 to 2017 show higher values than observations (Fig. 7a). Besides the general low temporal resolution in observations,
the chlorophyll-a distribution is usually patchy in the Baltic Sea (e.g. Pavelson et al. 1999; Janssen et al. 2004), thus diffi-
cult to measure in situ. Hence, these observations represent only a snapshot of nature and there are no guarantees that the
measurements did not fail to capture the chlorophyll peaks and may therefore not represent the full amplitude of interannual
variability. The monthly averages at ANHOLT show a consistent peak in the observed chlorophyll-a in late-winter/early-spring
(February and March) with a later peak in Autumn (November), while the model only peaks in May, slowly decreases towards
December. Because of this model-delay during spring, the seasonal profiles for chlorophyll-a, nitrate and phosphate are less
well represented by the model at this station, especially for summer (Fig. 7b, Fig. 7e and Fig. 7h). The period-mean nitrate and
chlorophyll-a profiles show a consistent positive bias. However, the shape of the seasonal and mean period profiles are well
captured by the model, especially that for phosphate.

Even though there are biases in nitrate and chlorophyll-a, the monthly, the seasonal and the mean oxygen profiles are in
good agreement with observations (Fig. 7j, Fig. 7k and Fig. 71). A positive oxygen bias of maximum ~2 ml O, 17! is however
observed at ANHOLT in bottom waters, especially for the summer months. This bias is much smaller at all other stations in the
Skagerrak-Kattegat transition zone (e.g. Appendix B, Fig. B1j, Fig. B1k and Fig. B11). Oxygen concentrations in bottom waters
have been suggested to have declined in most basins in the Skagerrak-Kattegat transition zone from 1971 to 1990 (Andersson,
1996). Model results for oxygen concentrations in bottom waters show no clear trends (with regression slopes near zero) at
any Skagerrak-Kattegat transition zone stations (e.g. Fig. 6f). In the Skagerrak-Kattegat, there is a tendency in observations
for an increase in oxygen with time after the 1990’s, however the trend is not statistical significant (p-value > 0.05). Thus, a
long-term decline in oxygen followed by a recovery, not studied here, is possible in the entire water column and may affect
the overall oxygenation in the entire transition zone. Observations, including those of oxygen, are generally not frequently

measured during 1975 to the 1990s and therefore model trends may be more representative of the system for historic values.
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Figure 7. Monthly-, seasonal- and period-averages of the main biogeochemical variables at ANHOLT for 2001-2017. Variables are a-c)
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Figure 7. ... caption continuation ... water column (colors) and a close up for surface waters for all variables, except for dissolved oxygen
where a close up of near bottom waters is shown instead. Near bottom is here considered to be the depth within the last model depth that
has the most observations. The standard deviation in time for each averaged monthly value is shown for the model as a gray shaded area
and as bars for the observations. The standard deviation of the period means (c, f, i and 1) are also display for both model (dashed lines) and

observations (cyan crosses). The observation coverage in all plots is shown as open symbols with shades of grays as indicated in the legend.

BY15: Baltic proper

At BY 15, the temperature and surface salinity are well captured by the model (Fig. 8a and Fig. 8b). Importantly, the timing of
the inflows from the Skagerrak-Kattegat transition zone to the Baltic proper (reflected by the observed temperature and salinity
peaks in bottom waters) are in good agreement with observations and previous findings (e.g. Gustafsson, 1997; Omstedt
et al., 2004; Lass and Matthius, 1996; Feistel et al., 2008; Hordoir et al., 2015). Modelled surface and bottom nitrate, as
well as bottom phosphate follow well the observations at BY 15, both in the long-time trends (Fig. 8c and Fig. 8d) and in the
interannual variability range (Fig. 9c and Fig. 9d). However, phosphate in surface waters is consistently overestimated by the
model (Fig. 8c), especially in late-spring and summer (with a positive bias of ~0.5 mmol P m~3; Fig. 9g), and does not get
yearly depleted due to an imbalance in the surface N to P ratios.

The model results suggest a small, but significant increasing trend in chlorophyll-a concentrations from 1975 to 1996
(Fig. 8e). After this, the trend slowly decreases until the end of the period in both the model and observations. This period
trend is visible at other stations in the Baltic proper with similar or better observation coverage (i.e. BY1, BY5 and BY31),
but p-values generally higher than 0.05. The increased trend in chlorophyll-a is in good agreement with a long-term increase
in primary production for ~1980 to 2004 found by Daewel and Schrum (2013). However, the model does not show equally
high maxima in chlorophyll-a as those observed around 1995-2000 at BY15 (Fig. 8e). Such high chlorophyll-a values (>
15 ugchlal™!) are rarely captured by in situ measurements, but are not uncommon when derived from satellite sensors
which, for example, have shown summer patches with concentrations higher than 60 ug chla1~! near the entrance of the Gulf
of Finland and the Southern Baltic proper (Reinart and Kutser, 2006; Dabuleviciene et al., 2020). This suggests that the model
does not capture high growth rates of phytoplankton bloom in the Baltic proper, which may cause imbalances in the model N
to P ratios. Due to such uncertainties, chlorophyll-a observations are here used more as an indication of how well the general
patterns are reproduced by the model rather than as a quantitative parameter. In bottom waters, oxygen follows the salinity in
bottom waters, where oxygen maxima coincide with salinity peaks. This indicates that the timing and intensity of the oxygena-
tion events at BY 15 are well reproduced by the model (Fig. 8f). These inflows from the Kattegat bring oxygenated waters with
high nitrate, but low phosphate concentrations that are also captured by the model (Fig. 8c and Fig. 8d).
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Figure 8. Time series of temperature, salinity and main biogeochemical parameters at BY15. Detailed description is as in Fig. 6
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The monthly-, seasonally- and period-averaged chlorophyll-a and nitrate is well represented by the model at BY'15 (Fig. 9a-
¢ and Fig. 9d-f). The monthly-, seasonally- and period-averaged profiles of the modelled oxygen above the halocline and in
bottom waters are also in good agreement with observations. However, the model shows an increasing bias with depth and
time around the halocline (~ 75 m) in oxygen and nitrate. Applying river forcing, which includes daily instead of monthly
runoff, significantly improved the surface salinity results in the Baltic Sea when compared to results in Hordoir et al. (2019),
but increased the existing negative bias in intermediate and deep waters of the Baltic proper. As a result of this negative bias,
the stratification in the Baltic proper is weaker in the model than in observations, with less saline, more nitrate-enriched and
more oxygenated intermediate waters (Fig. 9d-f and Fig. 9j-1). The positive oxygen bias (of max. 3 ml Oy 171) in intermediate
waters is only found at the deeper stations (e.g. BY10, BY15, BY20). This bias also decreases with depth and it is linked to the
salinity bias that brings less saline and more oxygenated inflows to the Baltic proper. The more oxygenated intermediate waters

lead to less denitrification and therefore, more nitrate, explaining the overestimation of nitrate at these depths (~75-150 m).
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Figure 9. Monthly-, seasonal- and period-averages of the main biogeochemical variables at BY 15. Detailed description is as in Fig. 7
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3.2 Model skill at selected stations

The model skill for phosphate, nitrate, chlorophyll-a and oxygen for the period 2001-2017, as well as the seasonal model
skill, is analyzed at 14 stations distributed in the Skagerrak-Kattegat transition zone, the Bornholm Basin, the Western Gotland
Basin, the Eastern Gotland Basin and the Northern Baltic Proper. All these stations show good period and seasonal model skill
for temperature and salinity (Fig. 10a and Fig. 10b) and therefore C'F" and 1 - r values for the biogeochemical variables are
mainly representative of the SCOBI model performance.

The phosphate model skill for the entire period at all evaluated stations have low enough C'F' and 1 - r values to be placed
within the outer quarter circle in the model skill figure, with most stations falling within the inner circle (Fig. 10c, black
markers). More specifically, all stations located in the Baltic proper show good phosphate model skill as well as most stations
in the Skagerrak-Kattegat transition zone, except SLAGGO, AIS, FLADEN and W LANDSKRONA, which show acceptable
model skill. The model skill to reproduce seasonal phosphate is scattered, but with C'F' values lower or close to 1 and combined
values of CF and 1 - r mainly falling within the inner and outer quarter circles. The latter indicates good or acceptable
performance, respectively. However, at ANHOLT, FLADEN and SLAGGO, C'F' and 1 - r values for winter and spring fall
outside the outer circle (Fig. 10c, blue and purple markers).

Despite the positive bias in nitrate in the Skagerrak-Kattegat transition zone, the model shows acceptable, mainly good,
performance for nitrate when evaluated for the entire period at all 14 stations (Fig. 10d, black markers), except at BY29.
The seasonal model performance for nitrate is less well reproduced than that for phosphate, however most stations still show
acceptable seasonal performance, except at BY29, ANHOLT, AlS, FLADEN and SLAGGO for all seasons, A15 for winter
and spring and BY?20 for winter (Fig. 10d, color markers). For the stations in the Skagerrak-Kattegat transition zone, this is
due to the time delay in phytoplankton bloom, which shifts the seasonal cycle in the model (e.g. Fig. 7a-f and Fig. Bla-f)
and contributes to the positive nitrate bias. This bias is confined above the mixed layer depth, therefore mainly affecting most
of the water column at shallow stations. Because the model considers an averaged depth within a grid cell, the maximum
depth of model and observation differ. The difference is considerable at shallow stations (with depths less the 100 m), namely
SLAGGO, /0\13, ANHOLT, FLADEN and W LANDSKRONA. Observations deeper than the maximum model depth are thus
not considered in this evaluation, which affect our results as nitrate below the mixed layer depth is better captured by the model
in this region. At BY29, the poor model skill comes from the bias below the mixed layer depth linked to the ocean model
salinity bias in the Baltic proper. At this station, the maximum model depth is ~160 m, while observations go as deep as 180 m
(not shown). Unlike all the other deeper stations in the Baltic Sea (e.g. Fig.B2), the nitrate bias at BY29 also decreases with
depth but remains positive below ~70 m, resulting in high C'F" and 1 - . BY29 has not been used for model validation in
previous studies, however, BY 15 and a nearby station (BY31) in the RCO-SCOBI model show similar results for a different
time period (1969-1998), where nitrate C'F’ values are high (>1) below 100 m (Eilola et al., 2009). This suggests that SCOBI
still struggles to reproduce nitrate concentrations in intermediate waters of the Baltic proper.

Because phosphate is better captured in the model, chlorophyll-a is also best captured at sites where phytoplankton is limited

by phosphate in the model (e.g. BY4, BSCIII-10, HANOBUKTEN, BY10, BY15 and BY20), thus in the Baltic proper. The
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model skill to reproduce oxygen concentrations both seasonally and for the entire period is good at all 14 stations. This is also
420 the case at the other stations in the Baltic Sea (Appendix B, table B1). To a lesser extend, the other biogeochemical variables
also show good or acceptable model skill at many of these other stations, especially for phosphorus. Main inferences of this
analysis is that model results at stations in the Skagerrak-Kattegat transition zone and Baltic proper are good, except at stations
where the model delay in phytoplankton bloom or the positive nitrate bias due to a small oxygen positive bias affects most
of the water column. Besides this specificities of the NEMO-SCOBI model, the analysis for individual stations is in good

425 agreement with previous station results in other models (e.g. Eilola et al., 2009; Daewel and Schrum, 2013; Maar et al., 2011).
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Figure 10. Model skill for the period 2001 to 2017 shown as a combination of Pearson correlation bias (1 - ) and Cost Function bias (C'F)
for selected stations in the Skagerrak-Kattegat area and the Baltic Sea. Shown bias are for yearly-averaged (black) and seasonally (colors) for
water-column averaged a) temperature, b) salinity, c) phosphate, d) nitrate, e) chlorophyll-a and f) oxygen. Winter months are from December
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November. Markers within the inner quarter circle indicate good model skill, markers inside the outer circle indicate that the model skill is

acceptable and markers outside the quarter circles indicate large biases. Stations ANHOLT and BY15 are highlighted with larger marks.
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3.3 Model skill on regional scales

Physical and biogeochemical processes do not follow political or clear defined borders. However, the applied HELCOM-
OSPAR assessment areas likely represent major features of the regional ecosystems as they are defined according to geography,
bathymetry and stratification, notably that of OSPAR which follows stratification patterns described in van Leeuwen et al.
(2015). We use these areas to evaluate the temporal and spatial model skill and with this identify dominant model regional
features at a sub-basin and finer scales where possible. In general, this analysis shows that the biogeochemical parameter
that is best captured by the model is oxygen, followed by phosphate, nitrate and then chlorophyll-a. The combined C'F' and
1 - 7, especially when evaluated per HELCOM-OSPAR assessment area show, however, large scatter for all biogeochemical
parameters (Fig. 11). Notably, phosphate and nitrate show variable model skill, which indicates a strong spatial-specific model
response to the ocean dynamics and the applied physical and biogeochemical forcing. Below surface waters (Fig. B3), the
model skill for phosphate and nitrate show higher 1 - » and C'F' in most areas, suggesting that the scattered results are also
partly linked to the distribution and frequency of observations. Indeed, observations are not homogeneously distributed in
space and time (e.g. Fig. 12) and are seriously lacking in several areas, especially in the North Sea where phosphate and
nitrate observations are mainly confined to the surface waters (Fig. 5) and only densely measured in near-coastal regions (van
Leeuwen et al., 2023).

More specifically, oxygen shows good or acceptable model skill when evaluated for the entire domain and all its sub-basins
(Fig. 11d, diamonds). Phosphate and nitrate show good and acceptable model skill, respectively, when evaluated for the entire
domain, but the skills differ for each sub-basin (Fig. 11a and Fig. 11b, diamonds). Phosphate shows good and acceptable
model skill in the Baltic Sea and the Skagerrak-Kattegat transition zone, respectively, in good agreement with previous North
Sea-Baltic Sea 3D ocean models (Daewel and Schrum, 2013; Maar et al., 2011), but poor skill in the North Sea. The latter
is linked to a mainly negative bias of winter phosphate in most surface waters of the North Sea (Fig. 12a). Nonetheless, 10
out of the 19 evaluated areas in the North Sea (areas 1, 5, 6, 8, 9, 11, 13, 23, 25 and 26; Fig. 11a, circles) show good or
acceptable model skill for phosphate. Phosphate biases through all seasons are also found in surface waters of the Skagerrak-
Kattegat transition zone and the Baltic proper (Fig. 12a). However, both these regions have been more frequently measured
than the North Sea, contributing to better and more robust results of the combined C'F' and 1 - r evaluation. The only areas
that plot outside the outer circle in the Baltic Sea and the Skagerrak-Kattegat transition zone are the Gulf of Riga and the Bay
of Mecklenburg, respectively (areas 33 and 39). Our results give better cost function results for phosphorus and oxygen in the
Baltic Sea (Fig. 11, green diamonds) than those reported from a model ensemble using ERGOM, BALTSEM and RCO-SCOBI
(Eilola et al., 2011a), but worse model skill for nitrate.

On the other hand, nitrate is better captured than phosphate when evaluated for the entire North Sea, but shows poor skill
in the Skagerrak-Kattegat transition zone and the Baltic Sea (Fig. 11b, diamonds). In the Skagerrak-Kattegat transition zone,
the nitrate bias is linked to the model underestimation of phytoplankton growth and the delay in it’s monthly maximum.
Nevertheless, both the Baltic Sea and the Skagerrak-Kattegat transition zone have a 1 - r and a C'F’ close to 0.66 and 1,

respectively, indicating similarities between model and observations in both variability and averages. In the Skagerrak-Kattegat
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transition zone, most HELCOM-OSPAR assessment areas show acceptable nitrate model skill (Fig. 11b, circles), except in the
Sound and in the Kiel Bay (areas 31 and 32, which plot outside the outer circle). Both these areas have narrow straits and
complex land features that likely prevent the model to capture their full local dynamics. In the Baltic Sea, four HELCOM-
OSPAR assessment areas (35, 37, 38 and 43) show acceptable model skill, which include areas where intermediate waters
showed a positive nitrate bias at individual stations (e.g. BYS, BY38 and BY 15 in the Bornholm Basin, the Western Gotland
Basin and the Eastern Gotland basins; areas 35, 37, 38 in Fig. 11b). This suggests that the model overestimation of nitrate
in intermediate waters together with that in surface waters shown at stations in the Skagerrak-Kattegat transition zone mainly
affects the model skill in the Arkona basin (area 34), which plots outside the outer circle when evaluated at all depths (Fig 11b)
and in surface and intermediate waters (Fig. B3b and Fig. B3c). However, model bias in surface waters for nitrate in the Arkona
Basin are mainly found in winter and spring and along the the southern coast (northern Germany and Poland; Fig. B4b).

Also, in the Northern Baltic Proper, the Gdansk Basin, the Gulf of Riga, the Gulf of Finland, the Aland Sea, the Quark and
the Bothnian Bay the model skill for nitrate is less good. In the Northern Baltic Proper surface model bias are mainly confined
along the coast and near the entrance of the Gulf of Finland, resulting in acceptable model skill for surface waters in this area
(Fig. B4b and Fig. 11b). In the Bothnian Sea, intermediate waters give acceptable model skill for nitrate (Fig. B3c), but poor
skill in surface waters (Fig. B3b). All other northern basins in the Baltic Sea show poor nitrate skill in intermediate waters. This
suggests that the nitrate bias in the model for the northern basins of the Baltic Sea is not linked to that of the Skagerrak-Kattegat
transition zone and the Baltic proper, but rather linked to specific regional inputs and local dynamics. The applied atmospheric
nitrate input in the Baltic Sea, especially for years before 1995, may be overestimated here. In such case, nitrate concentrations
in areas where phytoplankton is limited by phosphate could slowly increase with time due to non-yearly depletion. A small
overestimation of nitrate in such areas (such as in the Gulf of Bothnia) would also lead to nitrate accumulation in these areas
and explain the positive bias. Our results compare well to the C'F results for surface waters in Maar et al. (2011), where their
highest values are also found near coastal areas in the Baltic proper and the Bothnian Sea for both phosphate and nitrate. Note
that in their study, observations for the Gdansk Basin, the Gulf of Riga, the Gulf of Finland and the Bothnian Bay are missing.
In fact, except for the Northern Baltic Proper and the Gdansk Basin, the Gulf of Riga, the Gulf of Finland, the Aland Sea, the
Quark and the Bothnian Bay are the most poorly measured of the Baltic Sea, which prevents robust statistical evaluations in
these areas.

On a finer regional North Sea scale, the model skill for nitrate is acceptable in several shallow areas in the southern and
eastern part of the North Sea (areas 1, 7, 9, 11, 22 and 26), the Dogger Bank (area 5) and the the Norwegian trench (area 6).
While the Northern North Sea (area 25) plots far outside the outer circle, the Eastern North Sea (area 24) plots near the outside
circle (with C'F’ close to 1.25 and 1 - r close to 0.6), suggesting that areas less affected by the northern open boundary and
direct riverine nutrient input (i. e. southern offshore areas) are best represented by the model. In addition, the Northern North
Sea (Fig. 1) is the largest HELCOM-OSPAR assessment area and the least spatially measured regarding phosphate and nitrate
in the North Sea (Fig. 12), making it difficult to analyze specific model flows in this area. Especially, that the nutrient bias
in surface waters in the Northern North Sea is small (Fig. B4). Nonetheless, our results are comparable to those of Daewel

and Schrum (2013), who show an overall good agreement with observations in the North Sea, but with a southern coast of the
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North Sea that is not well captured by their model. This region is characterized by strong tidal currents (Van der Molen, 2002)
and heavily impacted by runoff and nutrient input that results in a high spatio-temporal variability. This remains a challenge
for most model to recreate as also highlighted in a recent model ensemble study (van Leeuwen et al., 2023).

The best model skill for Chlorophyll-a is in the North Sea (with a C'F' lower than 1 and a 1 - r slightly higher than 0.66),
within which five of the evaluated HELCOM-OSPAR assessment areas show acceptable model skill (areas 1, 2,9, 12 and 18
Fig. 1lc, circles). These areas, located in the southern North Sea, are coastal well mixed areas (van Leeuwen et al., 2015)
where phytoplankton is mainly N limited in spring (both shown in observations and model results; Fig. 13). This suggests
that the model is able to reproduce chlorophyll-a even in regions where important nutrient discrepancies between model and
observations exist as long as the limiting nutrient for phytoplankton growth in the model corresponds to that in observations.
Small model imbalances between nitrate and phosphate can greatly affect the chlorophyll-a production, especially when the
stoichiometry is fixed to the Redfield ratio (Fransner et al., 2018; Neumann et al., 2022) and as a result chlorophyll-a shows
large bias through all seasons in many areas of the model domain (Supplementary Fig. B4c in Appendix B) (Fig. 1lc, di-
amonds). Oxygen measurements for the five areas where the model skill for chlorophyll-a is best (areas 1, 2, 9, 12 and 18
Fig. 11c, circles) are lacking, but all evaluated areas in the North Sea (i.e. with more than 100 observations; Fig. 5) show good
model skill for oxygen below surface, except the Northern North Sea (area 25; Fig. 11, circles). The Northern North Sea is
directly influenced by the open boundary conditions in the model. Applying simplified physical dynamics and biogeochemistry
in the open boundaries likely limits our model results in this area.

The model skill analysis on a regional scale shows that the model response varies widely, giving an overall acceptable model
skill for oxygen, nutrients and chlorophyll-a that are comparable to other model studies. Regional discrepancies between
model and observations exist which are difficult to explain due to complex physical and biogeochemical interactions, but three
potential causes could be identified affecting different regions: the local nutrient input (via rivers or atmosphere), the applied
open boundaries and a missing process in the phytoplankton growth, that delays the peak of the bloom in the model. The
spatio-temporal lack of observations greatly hinders a more detailed understanding of the system. Thus, larger regional scale

processes are the main focus in the next section.
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Figure 11. Model performance over the period 2001 to 2017 shown as a combination of Pearson correlation bias (as 1 - ) and Cost Function
bias (CF) for the Baltic Sea (BS), North Sea (NS) and Skagerrak-Kattegat (Sk-Kt) transition zone (diamonds) and areas in Fig. 1 (circles).
Numbers in legend correspond to evaluated areas, note that for oxygen additional areas are not evaluated due to lack of observations (see

section 2.2.3 and Fig. 5). Chlorophyll-a is evaluated for the top ~10 m and the oxygen below surface.
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3.4 The Baltic Sea-North Sea system

The coastal zone along France, Belgium, the Netherlands, Germany, and Denmark, is characterized by nitrate accumulation
which reflects phosphate limitation of primary productivity in this region (Fig. 12 and Fig. 13). To a lesser extent, phosphate also
accumulates close to the shoreline along the southeastern North Sea likely because productivity rates there are not high enough
to fully consume the massive nutrient input by rivers, as seen both in observations and model results. Productivity in this region
is likely limited by light (Holt et al., 2012). The nitrogen accumulation pattern is promoted by the reduction of phosphorus
loads in the early 90s (Burson et al. e.g. 2016; Ly et al. e.g. 2014) and well captured by the model (Fig. 12 and Fig. 13). The
main river sources in this area are the Elbe, Scheldt and Meuse plumes, where elevated nitrogen is yearly discharged (Fig. 3). In
the northern North Sea the pattern is inversed: almost full consumption of nitrate takes place in spring/summer while phosphate
is preserved throughout the year. Phosphorus sources are mainly from point sources, from input via rivers and from advected
water masses coming from the North Atlantic, which are enriched in nutrients due to mixing and internal wave generation
along the shelf break (Groger et al., 2013; Mathis et al., 2019; Huthnance et al., 2022).

High riverine nutrient inputs and shallow water depths promote high chlorophyll-a concentrations along the coasts (Holt
et al.,, 2012). In addition, the elevated chlorophyll-a concentrations along the eastern UK coast are likely related to fre-
quent upwelling events under a predominant westerly wind regime (Winther and Johannessen, 2006). Towards the open
ocean, chlorophyll-a concentrations tend to decrease. In particular, autumn and winter mixing in the central North Sea (van
Leeuwen et al., 2015) distributes chlorophyll-a deep along the water column. The Norwegian coastal current is characterized
by mesoscale meanders and eddies (Ikeda et al., 1989). Mesoscale eddies are also produced along the opposing currents of the
northward flowing Norwegian coastal current and the southward flowing water masses entering the North Sea at the western
slope of the Norwegian Trench (Winther and Johannessen, 2006). Hence, nutrients from deep waters can be mixed upwards,
especially in winter and spring. When nutrients enter the stratified waters of the Norwegian coastal current, chlorophyll-a con-
centrations increase in this region. During autumn, the chlorophyll-a concentrations decrease due to increased vertical mixing
caused by strong winds (Stindermann and Pohlmann, 2011). All these chlorophyll-a main features can be clearly seen in the
chlorophyll-a maps for spring, summer and autumn, in both model results and observations (Fig. 12b-d), indicating that the
model is able to reproduce these North Sea characteristics. In addition, the spatial distribution of both nutrients and the N to P
ratios are well captured by the model, which show important persistent gradients in the entire domain (Fig. 12 and Fig. 13). In
particular, strong nutrient gradients are observed in the Skagerrak-Kattegat transition zone, which is in good agreement with
previous findings for the Skagerrak (Danielssen et al., 1997). However, a consistent positive bias in nitrate occurs in the coastal
southeastern North Sea, in the Skagerrak-Kattegat transition zone (as described before at individual stations in this region),
near the Szczecifniski Lagoon (Poland) and in the Gulfs of Gdansk, Riga, Finland and Bothnia (Appendix B, Fig. B4). In the
Skagerrak, the observations show an overall nitrogen limitation except during the spring months (Fig. 13b). In this area, the
model remains phosphorus limited in all seasons due to the positive nitrogen bias (Fig. 13a).

In the more stratified Baltic Sea, nutrients and chlorophyll-a concentrations are spatially more homogeneous. Unlike in the

North Sea, the high chlorophyll-a concentrations in the Baltic Sea are confined to the coasts (Fig. 12) due to limited occurrence
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of mesoscale turbulence and in turn poor mixing in the open Baltic Sea (Feistel et al., 2008). Both these physical features are
well represented in the model (Hordoir et al., 2019). The open Baltic Sea is nutrient-fueled by the direct nutrient input along
the coasts and by nutrients accumulated in sea water and sediments during winter. The nutrient inventory decreases in surface
waters due to consumption by phytoplankton and export of sinking organic matter during the growth season, which spans
from late-winter/early-spring to late-summer/autumn (Fig. 12), varying according to the region and between open and coastal
ocean. In the Baltic proper, primary productivity is limited by nitrate (clearly seen in Fig. 13) linked to high removal rates of
nitrogen via denitrification and high release rates of inorganic phosphorus from the sediments (Eilola et al., 2009). This favours
cyanobacteria blooms under elevated temperatures and reduced vertical mixing during (late-)summer (Janssen et al., 2004).
In the model, the cyanobacteria bloom starts in summer, but becomes only widespread in autumn (Appendix B, Fig. BS).
This could be linked to a model overestimation of light attenuation in the open ocean (not shown) limiting cyanobacteria
growth in the summer months. In addition, explicitly considering the life cycle of cyanobacteria would significantly improve
the timing of the growth of cyanobacteria (Hense and Burchard, 2010; Hieronymus et al., 2021). The cyanobacteria response
likely affects the entire phytoplankton growth season in the model, which currently is generally underestimated in the open
Baltic Sea (Fig. B4, bottom panel) and starts one month later compared to observations (Fig. 9, top panel). Hence, nutrient
depletion is also perturbed in the model results. In the Bothnian Sea and Bothnian Bay, the seasonal cycle of nitrate is not well
captured which is common in models using a fixed Redfield ratio (Fransner et al., 2018; Neumann et al., 2022).

In the southeastern coastal North Sea and in the Skagerrak-Kattegat transition zone the model delay in phytoplankton bloom
is about three months. According to observations, chlorophyll-a concentrations in both these areas peak in late winter (around
February), while in the model the maximum occurs in May. Here, the model late-winter/early-spring primary productivity
is neither limited by low oxygen, nitrogen, phosphate nor silicate. In addition, the maximum growth rates were adjusted to
favour diatoms under lower temperatures and high nutrient concentrations (Appendix A, section Al, Eq. A6 and Table Al).
This suggests that an additional limitation factor affects these two large regions in the model. The delay in the model causes
interannual nutrient imbalances that can be transported, for example along the Jutland coastal waters into the Skagerrak, where
this imbalance persists affecting the seasonal nutrient concentrations in the Kattegat (e.g. excess of phosphorus in summer,

Fig 7 and Appendix B, Fig B1).
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for phosphate, nitrate and chlorophyll-a averaged over the period 2001 to 2017.
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3.5 Relevance of the study

The main advantages of this hindcast run compared to previous models coupled to SCOBI (e.g. Eilola et al., 2009; Almroth-
Rosell et al., 2011) is that NEMO-SCOBI allows to study the North Sea and the Skagerrak-Kattegat transition zone as the
boundaries have been moved far from the Kattegat area. The latter is a complex dynamic area difficult to simplify in order
to represent correct (in/out)flows as boundary conditions (Gustafsson, 1997). This is especially true for long-term modeling
as conditions in this region depend on the modeled processes in the adjacent basins rather than being prescribed. For climate
runs it is, for example, difficult to prescribe boundary conditions at the high resolution needed in order to resolve the influence
of processes in the North Sea and Skagerrak. When compared to other modelling studies in the Baltic Sea, our results show
differences that are neither better nor worse than previous model results depending on the variable and area.

Here, we have not only validated our model results for individual stations, but also for areas officially used in international
programs aiming to reduce eutrophication, such as OSPAR and HELCOM. To our knowledge this is the first time that model
results from one single model have been validated for the combined HELCOM-OSPAR assessment areas. Following the state-
ment of Ducrotoy and Elliott (1998) of a need for improved ecosystem models in these areas, we provide a step forward
towards better understanding model area dependent performances and uncertainties. This also gives added value to contribute
to joint OSPAR and HELCOM initiatives, especially on their work for healthy environments. Importantly, a variety of models
simulating the biogeochemistry in similar areas should be used together, as they all differ significantly in their biogeochemical
complexity and have different performing skills. The use of ensemble mean assessments have been shown to be good or even
better than the results from individual models Eilola et al., 2011a; van Leeuwen et al., 2023. We have shown that the NEMO-
SCOBI model can be use to derive relevant indicators for HELCOM and OSPAR initiatives and to produce climate projection
for the Baltic Sea-North Sea system, for which specific relevant improvements will be applied. Large model bias, especially
that of nitrate, are also strongly linked to the applied forcing, which is continuously updated depending of available data and/or

down scaling methods.
3.6 Future work and knowledge gaps

Solving the phytoplankton bloom timing in the southeastern coastal North Sea and the Skagerrak-Kattegat transition zone in
NEMO-SCOBI would significantly improve the model results, especially for nitrate concentrations and seasonal behaviour of
the biogeochemical parameters. Our ecosystem model study suggests that besides nutrients, the light attenuation in the North
Sea is key to determine the specific spatial distribution of phytoplankton communities, in agreement with findings in (Ford et al.,
2017) for the North Sea. Better constraining the spatial distribution of the light attenuation coefficient (Kd), included in the
parametrization for phytoplankton growth (Appendix A; Eqs. Al and A3), could significantly improve our results. However,
seasonal observations that relate to Kd (or secchi depths) are less abundant than those for nutrients in the entire domain.
Moreover, substance-specific attenuation coefficients from measurements are not well constrained. Maar et al. (2011) made a
comparison between a model run considering a constant background value for Kd versus one with a salinity dependent Kd. The

latter gave better correlation between model results and observations, improving the timing of their model spring bloom. Their
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approach remains an approximation of realistic Kd levels and calls for a dedicated study on light limitation for phytoplankton
growth. For our model, one important factor affecting the light attenuation coefficient is the organic matter present in sea
water. Therefore, future work will primary consist on better capturing the detritus in the SCOBI model. However, detritus
in the North-Sea Baltic Sea system is poorly observed and therefore, poorly constrained. Seasonal comparisons between the
model detritus and organic phosphorus and nitrogen observations in surface waters (obtained by subtracting the inorganic
nitrogen/phosphorus to the total nitrogen/phosphorus in the ICES data set) suggest that the model underestimates detritus in
coastal areas near point sources, especially in the southeastern North Sea and slightly overestimates it during winter in the
central North Sea (not shown). One factor affecting detritus is the fraction of the organic matter coming from rivers that is
actually bioavailable and not directly retained in coastal waters. Here, we have assumed a constant bioavailable fraction for the
riverine organic nitrogen and phosphorus (of 0.3 and 0.75, respectively) in the entire domain based on previous studies for the
coast in the Baltic Sea (Nausch and Nausch e.g. 2007; Eilola et al. e.g. 2009; Edman et al. e.g. 2018). Thus, input of organic
matter from rivers, especially nitrogen, could be improved by better accounting for river specific organic matter retention in
coastal waters. However, this fraction is highly uncertain, especially in coastal waters in the North Sea and would require
additional sensitivity tests.

Water column and benthic denitrification (Fig. 14) are two important processes that can remove nitrogen from the system.
These are well studied in the Baltic Sea, but still poorly constrained on a seasonal basin-wide scale and long observational time
series are also lacking. In the central Baltic Sea (east of Gotland), estimates of water column denitrification in autumn/summer
for the years 2008 and 2010 are variable, but as high as 21 mmol Nm~2d~! (Dalsgaard et al., 2013; Hietanen et al., 2012).
Water column denitrification rates averaged over 2001 to 2017 for summer and autumn in the hindcast run are comparable
to, but slightly lower than, these estimates (Fig. 14a). The total nitrogen removal from water column denitrification in the
Baltic proper has been estimated for recent years with persistent large hypoxic areas to be 132 to 547 kton N yr—! (Dalsgaard
et al., 2013). In the model, the yearly rates in the Baltic proper vary between 40 to 129 kton N yr! during 2001 to 2017,
with an average of 65 kton N yr—! for the entire period. This compares well with previous published estimates. An improved
mixing representation below the halocline in the Baltic proper would further improve the model oxygen concentrations in
the intermediate waters of the Baltic proper. This would in turn, lead to higher denitrification rates and decreased nitrogen
concentrations there. Consequently, the nitrogen transport to the adjacent basins (such as the Gulf of Riga, Finland and Bothnia)
would likely decrease and therefore, the nitrate positive bias in such basins would be reduced. One way of improving the vertical
mixing in NEMO would be to increase the vertical resolution of the model as discussed in Hordoir et al. 2019.

Benthic denitrification has been estimated in the Gulf of Bothnia (0 to 0.94 mmolNm~2d~!; Stockenberg and Johnstone
1997; Bonaglia et al. 2017), in the Gulf of Finland (0.1 to 0.65 mmol Nm~2d~!; Tuominen et al. 1998; Hietanen and Ku-
parinen 2008), in the Northern Baltic Proper (0.014 to 0.3 mmol N m~2 d~!; Tuominen et al. 1998) and in the southern Baltic
proper (0.012 to 0.69 mmol Nm~2d~!; Deutsch et al. 2010). In these basins, the benthic denitrification rates in the model
are in good agreement with previous estimates, although at the lower end of the ranges (Fig. 14b). The seasonal variations
in benthic denitrification in the Baltic Sea is poorly observed, but has been found to follow a marked seasonal cycle, with

low rates in early spring increasing towards late summer to late autumn and decreasing towards late winter (Hietanen and
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Figure 14. Model spatial distribution of seasonal averages of pelagic and benthic denitrification for the period 2001 to 2017.

Kuparinen, 2008). While this seasonal variation in benthic denitrification is not well captured by the model, the yearly rates are
in good agreement with previous estimates. The nitrogen removal by benthic denitrification in the entire Baltic Sea has been
calculated to be between 426 and 652 kt N yr—! (Deutsch et al., 2010). In the model, the benthic removal rate of nitrogen in
the Baltic Sea for the period 2001 to 2017 vary from 484 to 627 kt N yr—!, with a period average of 553 kt N yr~!. Improving
the seasonal cycle of benthic denitrification in the model would likely improve the seasonal variability of nitrogen in basins

with high denitrification rates.
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4 Conclusions

In conclusion, the model simulates biogeochemical variables well, reflects the physical and hydrodynamic processes, repro-
duces long-time trends and responds reasonably to anthropogenic nutrient sources along the coastal zone. This makes the model
particularly suitable to be applied in future multi-stressor studies such as to test combined climate and nutrient scenarios (e.g.
Wahlstrom et al., 2020). It is therefor ready to be used to produce climate projection for e.g. the SMHI Climate Scenario Ser-
vice. Compared to other Baltic Sea models that have to prescribe climatological boundary values based on a limited number of
observations in the Kattegat area (e.g. Eilola et al., 2009; Neumann et al., 2002), NEMO-SCOBI avoids many problems associ-
ated with a lateral boundary in the area of Kattegat and Skagerrak which is of fundamental importance for the salt and oxygen
inventory of the Baltic Sea as it controls the North Sea-Baltic Sea mass exchange. It was demonstrated that the model simulates
this exchange in a physically consistent way with good skills for the oxygen dynamics in the Baltic Sea. NEMO-SCOBI also
reveals a realistic seasonal cycle and interannual variability in most of the assessed variables, as well as models skills that can
fully compete with existing models for the North Sea and the Baltic Sea. Thus, it can be used in further scientific applications,
such as for a detailed analysis on long-time nutrient exchanges between basins and on climate effects on eutrophication and
oxygenation. Including the entire North Sea-Baltic Sea system in one single model (as opposed to previous models versions
coupled to SCOBI) allows to better identify regions with similar biogeochemical behavior that are not limited to one or the
other sea, as well as to study different processes occurring in the Kattegat-Skagerrak transition zone. NEMO-SCOBI can also
keep contributing to European initiatives on de-eutrophication, water quality advice and support on nutrient reduction loads of
both the North Sea and the Baltic Sea. However, additional care must be taken into account when evaluating regional seasonal

cycles, especially for chlorophyll-a and nitrate.

Code availability. The NEMO-SCOBI code is available upon request in GitLab at https://git.smhi.se/fouo/nemo3.6

Appendix A: Additional NEMO-SCOBI parametrizations
Al Phytoplankton growth in NEMO-SCOBI

In the SCOBI version coupled to NEMO, rates and dependencies for phytoplankton growth were modified with respect to
previous SCOBI versions in order to account for silica limitation of diatoms (not included in earlier versions), to improve the
occurrence of dominant groups in both the North Sea and the Baltic Sea and to limit cyanobacteria growth in the Skagerrak-
Kattegat transition zone and in the North Sea. Here, we only describe the phytoplankton growth as implemented in the current
version and relevant related variables. Involved constant values are listed in Table Al. For a full overview and mass balance

equations see Eilola et al. (2009). The parameterization for phytoplankton growth (GROWTH, Eq. Al) is defined as:

GROWTH = OXLIM - LTLIM -GMAX, 95 NUTLIM, 33- PHY; 53. (Al)
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All three phytoplankton groups share the same oxygen dependency to prevent anabolism under anoxic conditions (OX LI M,
Eq. A2) and light limitation (LT LIM , Eq. A3). These are defined as:

1

OXLIM= —— and (A2)
L ()
I I

LTLIM = P28 pxp(1— 22AR), (A3)
OPT Iopr

where the photosynthetic available radiation (Ip 4, Eq. A4) decreases exponentially with depth (z), and the optimum irradia-

tion for photosynthesis (Ip pr in W m?2, Eq. A5) are described as:

Ipar =cpap-lo- EXP(—z- (Kd+agq- Ry - ([PHY 14+ PHY2+ PHY3))), (A4)

Iopr =MAX(Ioprmin,copt - Io). (AS)

The solar radiation (I, in W m?) that reach the water surface is calculated at every time step within NEMO-Nordic and Ip 4
was set to account for light absorption due to biological fluxes. The vertical light attenuation coefficient (K d) is affected by a
constant background light attenuation and by the concentrations of phytoplankton, zooplankton, yellow substances and detritus.

The three phytoplankton groups have the same fixed mortality rate (5% of the phytoplankton concentrations per day).
They differ from each other by their maximum growth (GM AX, Eq. A6-A8), which is temperature dependent, their nutrient
limitation of the growth (NUT LIM, Eq. A9-A11), and their sinking rates. Hence, they depend on both physical and chemical
conditions of the water. The group PHY 1 has the characteristics of “diatoms" which besides using nitrogen and phosphorus,
also use silica to build up their shells. They can grow rapidly at cold conditions and at higher nutrient concentrations, having
an advantage over flagellates in turbulent conditions. The group PHY?2 represents “flagellates and others" and benefits from
stratified conditions. That is when surface temperatures are relatively high and the nutrient concentrations low above the
thermocline. The group PHY3 has the characteristics of “filamentous cyanobacteria", which grow in warm low-saline waters
and therefore, a salinity threshold of S < 10 is used for cyanobacteria only to grow in the Baltic Sea. As in previous versions
of SCOBI, cyanobacteria also have the ability to fix molecular nitrogen (N;) when nitrogen concentrations are low in the water.
They have a tendency to remain close to the surface waters, so that in the model they are considered to be neutrally buoyant
(i.e. their sinking speed is set to zero). The maximum growth for PHY 1, PHY2 and PHY3 (GM AX,, GM AX5 and GM AX3,

respectively) is defined as:

GMAX, =apuy1- EXP(Bpuv1-T), (A6)

GMAX2 =QOpHY?2 " EXP(ﬂpHyg T) and (A7)

EXP(Bpuys-T)
1+ EXP(TK1-TK2-T)’

GMAX3 =QpHY3* (AS)
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Note that the growth sensitivities to temperature (7') for all phytoplankton types have been tuned for NEMO-Nordic based
on sensitivity analysis (see Table Al for updated constant values). The silica limitation for group PHY1 was implemented
following Michaelis-Menten kinetics. The half saturation constant for the uptake of silica by diatoms has been shown to be
extremely variable depending on the species and water conditions (Thamatrakoln and Hildebrand, 2008). Here we take a rather
conservative value (0.1 mmol Si m—2, Table A1) after Paasche (1973) and Pasquer et al. (2005). The nutrient limitation for

PHY1, PHY2 and PHY3 (NUTLIM;, NUTLIMsy and NUT LI Ms, respectively) in SCOBI is now as follows:

NUTLIM; =MIN(NLIM, PLIM, SiLIM), (A9)
NUTLIM, =MIN(NLIM, PLIM) and (A10)
NUTLIM; =MIN(NLIM, PLIM), (Al1)

where NLIM, PLIM and StLIM are the nitrogen, phosphate and silica limitation, respectively:

[NOs] [N Hy]

NLIM =————F—— FEXP(—®- |NHy|)+ —m—MmF—F—, Al2
Knos+ [NOs] ( [N H4)) Knpa+[NHy (A1)
[PO,]
PLIM =———— and Al3
Kpos+[POy) (A13)
sipim =— 91 (Al4)
o KSi + [SZ] ’

The Kno3,NH4,PO4,5; and ‘[ ] are the half saturation constants and concentrations for nitrate, ammonium, phosphate and

silica, respectively and ® is the strength of the ammonium inhibition for nitrate uptake.
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Table Al: Constants as applied in NEMO-SCOBI for phytoplankton growth. Numbers in bold are updated values based on
sensitivity analysis while other numbers follow those in Eilola et al. 2009 or Almroth-Rosell et al. (2015) (indicated by [1]).
PHY stands for diatoms, PHY?2 for Flagellates and others and PHY3 for filamentous cyanobacteria.

Symbol Description Value Unit
QpAR Photosynthetic available radiation (PAR) fraction of 0.5 -
the solar radiation at the sea surface
Kd Background light attenuation 0.15 m~!
aKd Vertical light attenuation per unit chlorophyll concentration 0.025 (mmol Nm™3)m~!
Reni:n Chlorophyll to nitrogen ratio 0.63 mmol N/mg CHL
IlopTMIN Constant minimum value for optimum irradiance 24 Wm—2
aopr A constant fraction of the incident PAR 0.25 -
apPHY1 PHY 1 growth rate at 0 °C 07517 day—1!
apPHY?2 PHY?2 growth rate at 0 °C 05011 day—!
apPHYS3 PHY3 growth rate at 0 °C 0.6 day !
BprHY1 PHY 1 growth rate dependence on temperature 0.05 oCc—1
BpHY?2 PHY?2 growth rate dependence on temperature 0.085 eCc—1
BPHYS3 PHY3 growth rate dependence on temperature 0.0633 °C—!
TK1 PHY?3 growth rate dependence on temperature 24 -
TK?2 PHY3 growth rate dependence on temperature 2 oc—!t
Knos, Knga  Half-saturation constants for nitrate and ammonium, respectively
for PHY1 0.5 mmolNm™3
for PHY2 and PHY3 0.25
Kpoa Half-saturation constants for phosphate
for PHY'1 0.1 mmol Pm™3
for PHY2 and PHY3 0.05
Kg; Half-saturation constants for silica for PHY 1 0.1 mmol Sim—3
o Strength of the ammonium inhibition of nitrate uptake 1.5 (mmol Nm—3)~1

[1]: applied in the SCOBI version in Almroth-Rosell et al. 2015
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A2 Benthic fluxes in NEMO-SCOBI

In SCOBI, the sinking organic matter (phytoplankton and detritus) is deposited on the sediments and builds up the corre-
sponding benthic nutrient pools: BSi, BOP and BN. The sinking rate of phytoplankton varies between functional types and
follows the velocity sinking function of Penta and Walsh (1995). The sinking velocity of detritus is a function of depth, the
detritus pool and a constant sinking velocity rate set to 2.5 meters per day in the water column and to 3.5 meters per day in
the bottom most cell to account for aggregation processes, following (Neumann et al., 2002). The release of inorganic nutri-
ents from benthic organic material has been modified to better capture the nutrient dynamics for both the Baltic Sea and the
North Sea. Similarly to Almroth-Rosell et al. 20135, the total release of phosphorus from remineralized benthic organic material
(BOPOUTpo4, Eq. A15) consists of two pathways: the transfer of phosphorus from BOP to the sediment pool of mineral
bound inorganic phosphorus (BOPREMpgrp, Eq. A16) and the direct release of phosphate to the overlying water column
(BOPREMpo4, Eq. A17). The release of benthic phosphorus is temperature dependent (described by the remineralisation
rate term A7, Eq. A18), oxygen dependent and now also salinity limited (included in the limitation term dpss; Eq. A19). In
the well mixed North Sea, BOPRFE Mg p is generally less important than in the Baltic Sea. Here, BOPRE M p;p decreases

with increasing salinity (S) and bottom oxygen concentrations ([O;]pe), Which then increases BO POUTpo4 accordingly, as

follows:

BOPOUTpos = (BOPREMP()4 + BOPRE‘]\JBHD)7 (A15)
BOPREMPO4 = (O(RC - )\025) . >\T . BOP, (A16)
BOPREMprp=Ar-BOP - BOPREMpo4. (A17)
where,

AMr=a-EXP(3-T), (A18)

+qg-TANH(MS - S
Aozs = +g ( ) (A19)

1+a-EXP(=b-([Osbot — ©)) — 15§77
To avoid negative values for BOPREMprp, BOPREMpops = Ar- BOP when \gps < 0.15. The salinity dependency
starts at salinities of 20 (dividend in Eq. A19). At even higher salinities, such as those in the North Sea (>30), the transfer of
phosphate to BIP does not occur (i.e. BOPREMp;p is approximately 0). However, the bottom water oxygen concentration
([O2])pot) remains the most important variable controlling the benthic transfer of phosphate to BIP. Under anoxic conditions (i.e.
0, < 0) all phosphate from remineralisation is directly released to the water column (BOPREMpp = 0.0), independently
of the salinity level.

In addition to BOPREMp|p, the BIP pool is increased by scavenging of PO4 under oxic conditions (PO4SC AVprp;
Eq A20) and decreased by the redox dependent release of inorganic phosphorus from iron-bound-particles (BIPRELpo4;

Eq. A21). Both depend on the oxygen concentrations in bottom waters and are parameterized as follows:

43



755

760

765

770

775

https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

[BIP] [O2]pot - [PO4]
PO4SCAVgp = , - (1— . d A20
BIP =Cpscan * ( [BIP]+ KBIP) [O2]pot + Koobot an (420)

[BIP] [O2]pot

BIPREL =0prel 57— | BIP]- (1 - ————F——7—— A21
pos prel [BIP]+KBIP [ ] ( [02]b0t+K02b0t ( )

The water diffusivity of inorganic phosphorus is given by oy, as:

Tpor —C3

Opses = [C1+C2- &W] : %. (A22)

The constant values involved in both fluxes (aprer, Kprp, Kozbots AX, Clgp, C24,, C35, and ¢) are described in Table A2.
Note that from these constants, only ¢ differs from older SCOBI versions. In Eq. A22, Ty, is the bottom water temperature
between 0 and 25 °C. The BIP pool is also affected by the permanent burial of phosphorus (BIPBU R; Eq. A27), the re-
suspension of inorganic P due to wave and currents friction and sinking of WIP in bottom waters. The resuspension and the
sinking of WIP depend on the shear stress, following Eq. A30.

For the release of nitrogen (in the form of ammonium) from benthic organic matter (BNOU T 4), the remineralisation
rate is regulated by the temperature and BN (Eq. A23). The release of silica from benthic organic matter (BSiOUTpg;) is
assumed to be directly released to the overlying water column in the form of dissolved silica with half the dissolution rate

compared to the remineralisation rate (Eq. A24):

BNOUTN4 = M- BN, (A23)
BSiOUTps; = Ar/2 - BSi. (A24)

Other oxygen-dependent benthic processes, such as benthic denitrification and ammonium sequestration on particles, determine
how much ammonium enters the water column from the sediments and follow the equations in Eilola et al. (2009). Here a nitrate
limitation term is added to the benthic denitrification of pelagic nitrate (BDFE N yo3), which removes nitrate form the water

column as follows:

[NOs]
[NO3] + Kbden .

Permanent burial of organic matter (BOPBUR, BIPBUR, BNBUR and BStBU R) depends on a shared but regional

constant burial rate (a,,-) and the accumulated material within sediments, as follows:

BDENNo3 =Ar-BN - (A25)

BOPBUR = ayy, - BOP, (A26)
BIPBUR = oy, - BIP, (A27)
BNBUR = ayy, - BN and (A28)
BSiBUR = ay,, - BSi. (A29)
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The constant burial rates are prescribed per basin and respective values are shown in Table A2. The resuspension of benthic
organic nutrients due to wave and current friction (5) depends on a prescribed critical shear stress (7.,;+), which here differ in

the Baltic Sea and the North Sea (Table B1), and the mean shear stress (7), following Almroth-Rosell et al. (2011):

So(=7=—1) it 7 > Terit
S = (A30)
WS-(l— T ) if 7 < Tepat,

Terit

where S, is the maximum upward velocity of particles and W, the sinking velocity. Resuspension occurs when the bottom
stress exceeds 7..;¢, otherwise the suspended material is (re)deposited in the sediments. Based on sensitivity analysis, a more
conservative value for 7.,-;; is used in the Baltic Sea compared to previous SCOBI versions and a small 7,.;; for the North Sea
(Table A2) was added. This is because bottom waters in the North Sea are generally more dynamic than those in the Baltic Sea

and therefore more sensitive to resuspension of benthic material (Almroth-Rosell et al., 2011; Thompson et al., 2011).

Table A2: Constants as applied in NEMO-SCOBI for benthic processes. Numbers in bold are updated values.

Symbol Description Value Unit
Involved in benthic organic processes

« remineralisation rate of benthic organic material at 0°C 0.0005 day™!

B Constant temperature for remineralisation of benthic 0.15 oCF'!

organic matter

QRC Maximum phosphorus release capacity from the sediments 1.15 -
atS=0

a Constant in oxygen limitation for benthic phosphorus release 0.5 -

b Constant in oxygen limitation for benthic phosphorus release 1.5 102 ml—1
c Constant in oxygen limitation for benthic phosphorus release 0.7 102 ml—!
d Constant in salinity limitation for benthic phosphorus release 0.15 -

e Constant in salinity limitation for benthic phosphorus release 20 -

f Constant in salinity limitation for benthic phosphorus release 0.5 -

g Constant in salinity limitation for benthic phosphorus release 0.5 -

SS Constant in salinity limitation for benthic phosphorus release 5 -

MS Maximum salinity at which benthic phosphorus release occurs 20 psu

Involved in benthic inorganics processes

Qprel Maximum release rate of benthic inorganic phosphorus 0.01 day—1!

AX Length scale of the diffusion gradient of phosphorus 0.01 m

Kprp Half saturation value of benthic inorganic phosphorus 484 mmol P m~2
Koopot Half saturation value of bottom water oxygen 104 m

Kpdgen Half saturation value for nitrate in benthic denitrification of pelagic nitrate 0.1 mmol Nm—3
Cl1 Constant regulating the scavenging of phosphorus 7.34x 10710

Cc2 Constant regulating the scavenging of phosphorus 0.16x 10710 -

C3 Constant regulating the scavenging of phosphorus 25 -
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Table A2 - continuation

Symbol Description Value Unit
¢ Sediment porosity 0.75 gem ™3
Terit Critical bottom stress value for resuspension:
in the Baltic Sea 0.2 Nm~—2
in the North Sea 0.1 Nm~—2
Involved in burial
Qpur Burial constant rate per basin: 10~*m? day !
Bothnian Bay ! 2.2
Bothnian Sea 2 4.1
Gulf of Finland 3 2.7
Gulf of Riga 4.1
Baltic proper * 0.6
Bornholm Basins 0.9
Arkona Basins 0.9
Skagerrak-Kattegat 1.8
North Sea © 1.8

Includes the Quark; %Includes the western Aland Sea; Includes the eastern Aland See (i.e., Archipelago Sea);

*Includes the Gdansk, Western Gotland and the Northern Baltic Proper basins;

SIncludes the Bay of Mecklenburg, the Kiel Bay, the Sound and the Coastal NOR 3;

SIncludes all areas in the North Sea.

46



790

795

800

805

810

https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

Appendix B: Additional results

Additional results are presented in this section complementing those shown in the main text, mainly as further examples of

model performance:
Table B1 - The model skill of phosphate, nitrate, chlorophyll-a and oxygen at additional stations (section 3.2).

Figure B1 and Figure B2: The monthly-, the seasonally- and the yearly-averages over the period 2001 to 2017 at A17 in the
Skagerrak and BYS5 in the Bornholm Basin, respectively. The biogeochemistry above 60 m at A17 and ANHOLT is as described
in the main text, section 3.1. However, below such depth at the deep stations of the Skagerrak-Kattegat transition zone (namely
A15 and A17), the model is in good agreement with observations and shows little monthly-, seasonal- and annual-variability
(e.g. Fig. B1). Note that nitrate is only underestimated by the model below 60 m at A17. The biogeochemistry at BY5 is similar
than that at BY'15, as described in the main text, section 3.1 and only small differences can be observed at BYS, principally
due to the fact that BYS is shallower than BY15. For example, at BYS, no positive oxygen bias in intermediate waters (below

~75 m) is displayed by the model as salinity is still well captured at this station and at these depths.

Figure B3 - The spatio-temporal model performance at a fine regional scale for phosphate and nitrate at surface, intermediate

and deep waters.

Figure B4 - The seasonal spatial distribution of differences between model results and observations for three main biochemical
parameters in surface waters (namely, nitrate, phosphate and chlorophyll-a). The figure shows that the difference between
model and observation vary per season and per variable, especially for chlorophyll-a. The smallest difference in phosphate are
found in the Gulf of Bothnia for all seasons, in the northern North Sea in winter and in the southern North Sea in summer. For
nitrate, the smallest differences between model and observations are mainly in the central North Sea and the Baltic proper in

all seasons.

Figure B5 - The seasonal spatial distribution of the three included phytoplankton species in surface waters clearly show that in
the model flagellates dominate in summer, while cyanobacteria are mainly restricted in the Baltic proper during Autumn, when

diatoms and flagellates decrease and nitrate concentrations are low.
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Table B1: List of the total number of observations (nobs), the 1 - correlation coefficient (1 - r) and the cost function (C'F') for the period
2001 to 2017 at 12 stations in the Baltic Sea that are not shown in Fig. 10 for 4 main biogeochemical parameters. The 1 - r and the CF

are evaluated for the entire period (p), for winter (w), for spring (sp), for summer (s) and for autumn (a). A "—" indicates no observations
available for the corresponding evaluated time period. Numbers in black indicate good or acceptable model skill, where good model skill
is highlighted in bold (i.e. when both 1 - r and C'F are smaller than 0.35 and 1, respectively). Numbers in orange and red indicate poor
model skill (i.e. when both 1 - 7 and C'F" are larger than 0.7 and 2, respectively), but "close to outer circle" and "far from the outer circle",

respectively. When nobs is less than 500 the variable at that stations is not considered in this analysis.

Station  nobs Ir(p) CF((p) 1-r(w CF(w) 1or(sp) CF(sp) 1-r(a) CF(a)
Station nobs 1-r (p) C(p) l-r(w) C(w) 1-r (sp) C (sp) 1-r (s) C(s) l-r(a) C(a)

PO4

Bl 3582 0.3 0.7 0.4 0.9 0.3 1.2 0.2 0.5
B7 948 0.6 0.7 1.1 1.6 1.0 0.9 0.4 1.0
BY1 2898 0.5 0.9 0.5 0.9 0.8 1.7 0.4 0.9 0.3 0.6
BY2 3075 04 0.7 0.5 0.8 0.7 1.4 0.3 0.8 0.2 0.5
BY31 12606 0.1 0.3 0.04 0.2 0.1 0.3 0.04 0.3 0.04 0.3
BY32 5544 0.04 0.3 0.04 0.2 0.1 0.3 0.04 0.3 0.03 0.3
BY38 4727 0.1 0.4 0.1 0.3 0.1 0.4 0.1 0.4 0.1 0.4
BYS 4576 0.2 0.5 0.2 0.5 0.2 0.9 0.2 0.5 0.2 0.4
C3 1984 0.2 1.0 0.2 1.0 0.1 1.1 0.1 0.6 0.02 0.8
F3 1166 0.8 1.4 0.9 1.5 0.6 1.6 0.7 9.2 — -
F9 1560 0.5 1.7 0.2 1.4 0.5 6.0 - -
P2 4180 0.4 0.6 0.8 0.8 0.3 1.0 0.4 0.7
NO3

B1 3580 0.5 0.7 0.5 2.3 0.8 1.0 0.7 1.9 0.5 0.7
BY1 2800 0.5 0.9 0.6 0.8 0.9 L.5 0.5 1.3 0.3 0.8
BY2 2967 0.4 0.9 0.6 0.8 0.9 1.5 0.4 1.4 0.2 0.7
BY31 11875 0.9 1.9 1.3 1.8 1.2 1.8 0.8 22 0.8 2.4
BY32 4725 0.6 1.1 1.0 1.8 0.8 1.5 0.5 0.9 0.5 1.3
BY38 4338 0.5 1.1 0.8 1.6 0.4 1.1 0.4 1.0
BYS 4374 0.5 0.7 04 0.8 0.5 0.9 0.6 0.8 0.4 0.6
P2 4009 0.3 1.5 0.5 1.6 0.7 1.7 0.5 34 0.7 34
CHLA

Bl 3581 0.9 0.9 1.0 1.0 0.8 1.4

BY1 2067 0.8 0.8 1.0 0.8 0.4 1.2

BY2 2856 0.8 1.0 0.6 0.8 1.0 1.0 0.5 1.6 0.6 0.7
BY31 11499 0.4 0.5 0.6 0.5 0.3 0.5 0.3 0.5 0.4 0.5
BY32 3285 0.5 0.5 0.6 0.6 0.4 0.5 0.4 0.5 0.6 0.6
BY38 3916 0.6 0.5 0.4 0.6 0.6 0.6
BYS 3751 0.8 0.5 0.7 0.6 0.7 0.9 0.4 0.5 0.8
P2 3861 0.9 0.2 0.8 0.4 1.0 0.8 1.0 1.8 0.9 1.6
02

B1 558 0.8 0.4 0.2 0.7 0.3 1.0 1.2 0.5

48



https://doi.org/10.5194/bg-2023-116

Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

Table B1 - continuation

Station nobs Ir(p) CF(p) 1-r(w CF(w) 1r(sp) CF(sp) 1-r(a) CF(a)

BY1 2898 0.3 0.5 0.2 0.4 0.3 0.5 0.5 1.0 0.3 0.5
BY2 3070 0.3 0.5 0.2 0.4 0.3 0.5 0.5 1.0 0.3 0.5
BY31 7660 0.1 0.3 0.1 0.3 0.03 0.2 0.1 0.3 0.1 0.4
BY32 4557 0.1 0.3 0.1 0.2 0.05 0.2 0.1 0.3 0.1 0.4
BY38 4208 0.1 0.3 0.1 0.3 0.1 0.2 0.1 0.4 0.2 0.4
BYS5S 4559 0.1 0.4 0.1 0.3 0.1 0.3 0.1 0.4 0.2 0.5
P2 4199 0.2 0.5 0.2 0.4 0.3 0.6 0.3 1.1 0.5 0.7
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Figure B1. Monthly-, seasonal- and period-averages of the main biogeochemical variables at A17 for 2001-2017. Variables are a-c)
chlorophyll-a, d-f) nitrate, g-i) phosphate and j-1) dissolved oxygen for both model and observations. Monthly averages (a, d, g, and j)
are shown over the entire water column (colors) and a close up for surface waters for all variables, except for dissolved oxygen where a close
up of near bottom waters is shown instead. Near bottom is here considered to be the depth within the last model depth that has the most
observations. The standard deviation in time for each averaged monthly value is shown for the model as a gray shaded area and as bars for

the observations. The standard deviation of the period means (c, f, i and 1) are also display for both model (dashed lines) and observations
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Figure B2. Annual and inter-annual variability of main biogeochemical parameters at BY5. Detailed description is as in Fig. B1
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Figure B3. Model performance for phosphate and nitrate over the period 2001 to 2017 shown as a combination of Pearson correlation bias
(1 - ) and Cost Function bias (C'F’) for the Baltic Sea-North Sea system evaluated per areas in Fig. 1 at surface (above 10 m), intermediate

(in between 10 and 100 m) and deep (below 100 m) waters. Areas with too little number of observations are not evaluated (see section 2.2.3).
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Figure B4. Seasonally spatial distribution of the difference between model results and observations for the period 2001 to 2017 for PO4,

NOj and Chlorophyll-a.
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Figure BS. Seasonally averaged Production by Diatoms, Flagellates and Cyanobacteria in the model for period 2001 to 2017.

54

EGU



815

820

https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

Author contributions. IRB, LAr, STF and EAR designed the work. IRB, EAR, SEB, MG, MH, LAx, STF and JH were involved in setting the
model forcing, performing and monitoring the run. IRB compiled observations and performed the main analysis work. All authors contributed

in discussing and writing the manuscript.

Competing interests. We declare no competing interests

Acknowledgements. This study was funded by the Swedish Agency for Marine and Water Management (HaVs- och vattenmyndigheten;
HaVs) within the framework OSPAR - "ICG-EMO’ and ’Spring oxygen and chlorophyll-a indicators in the Baltic Sea’. Additional financial
support was given by the Swedish government via its climate adaption focus area. We would like to thank the working groups within OSPAR
and HELCOM, in particular the ’intersessional correspondence group on eutrophication modelling (ICG-EMO)’ for regular discussion

supporting this work. We thank Kari Eiola and Jonathan Grivault for support on technical model details.

55



825

830

835

840

845

850

855

https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

References

Almroth, E. and Skogen, M. D.: A North Sea and Baltic Sea model ensemble eutrophication assessment, Ambio, 39, 59-69,
https://doi.org/10.1007/s13280-009-0006-7, 2010.

Almroth-Rosell, E., Eilola, K., Hordoir, R., Meier, H. M., and Hall, P. O.: Transport of fresh and resuspended particulate organic material in
the Baltic Sea—a model study, Journal of Marine Systems, 87, 1-12, https://doi.org/10.1016/j.jmarsys.2011.02.005, 2011.

Almroth-Rosell, E., Eilola, K., Kuznetsov, 1., Hall, P. O., and Meier, H. M.: A new approach to model oxygen dependent benthic phosphate
fluxes in the Baltic Sea, Journal of Marine Systems, 144, 127-141, https://doi.org/10.1016/j.jmarsys.2014.11.007, 2015.

Andersen, J. H., Carstensen, J., Conley, D. J., Dromph, K., Fleming-Lehtinen, V., Gustafsson, B. G., Josefson, A. B., Norkko, A., Villnés,
A., and Murray, C.: Long—term temporal and spatial trends in eutrophication status of the Baltic Sea, Biological Reviews, 92, 135-149,
https://doi.org/10.1111/brv.12221, 2017.

Andersson, L.: Trends in nutrients and oxygen concentrations in the Skagerrak-Kattegat, Journal of Sea Research, 35, 63-71,
https://doi.org/10.1016/S1385-1101(96)90735-2, 1996.

Balmaseda, M. A., Mogensen, K., and Weaver, A. T.: Evaluation of the ECMWF ocean reanalysis system ORAS4, Quarterly journal of the
royal meteorological society, 139, 1132-1161, https://doi.org/10.1002/qj.2063, 2013.

Bartnicki, J., Jonson, J. E., Gauss, M., Nyiri, A., and Klein, H.: Reduction of Atmospheric Nitrogen Deposition to OSPAR Conven-
tion Waters Achievable by Implementing Gothenburg Protocol/EU-NEC Directive, OSPAR, https://www.ospar.org/work-areas/hasec/
hazardous-substances/camp, 2019.

Beszczynska-Moller, A., Hughes, S. L., and Holliday, N. P.: ICES Report on Ocean Climate, ICES Cooperative Research Reports,
https://doi.org/10.17895/ices.pub.5131, 2009.

Bonaglia, S., Hylén, A., Rattray, J. E., Kononets, M. Y., Ekeroth, N., Roos, P., Thamdrup, B., Briichert, V., and Hall, P. O.: The fate of fixed
nitrogen in marine sediments with low organic loading: an in situ study, Biogeosciences, 14, 285-300, https://doi.org/10.5194/bg-14-285-
2017, 2017.

Burson, A., Stomp, M., Akil, L., Brussaard, C. P., and Huisman, J.: Unbalanced reduction of nutrient loads has created an offshore gradient
from phosphorus to nitrogen limitation in the North Sea, Limnology and Oceanography, 61, 869-888, https://doi.org/10.1002/In0.10257,
2016.

Carstensen, J. and Conley, D. J.: Frequency, composition, and causes of summer phytoplankton blooms in a shallow coastal ecosystem, the
Kattegat, Limnology and Oceanography, 49, 191-201, https://doi.org/10.4319/10.2004.49.1.0191, 2004.

Dabuleviciene, T., Vaiciute, D., and Kozlov, I. E.: Chlorophyll-a variability during upwelling events in the south-eastern baltic sea and in the
curonian lagoon from satellite observations, Remote Sensing, 12, 3661, https://doi.org/10.3390/rs12213661, 2020.

Daewel, U. and Schrum, C.: Simulating long-term dynamics of the coupled North Sea and Baltic Sea ecosystem with ECOSMO II: Model
description and validation, Journal of Marine Systems, 119, 3049, https://doi.org/10.1016/j.jmarsys.2013.03.008, 2013.

Daewel, U. and Schrum, C.: Low-frequency variability in North Sea and Baltic Sea identified through simulations with the 3-D coupled
physical-biogeochemical model ECOSMO, Earth System Dynamics, 8, 801-815, https://doi.org/10.5194/esd-8-801-2017, 2017.

Dahlgren, P., Landelius, T., Kallberg, P., and Gollvik, S.: A high-resolution regional reanalysis for Europe. Part 1: Three-dimensional re-
analysis with the regional HIgh-Resolution Limited-Area Model (HIRLAM), Quarterly Journal of the Royal Meteorological Society, 142,
2119-2131, https://doi.org/10.1002/qj.2807, 2016.

56



860

865

870

875

880

885

890

895

https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

Dalsgaard, T., De Brabandere, L., and Hall, P. O.: Denitrification in the water column of the central Baltic Sea, Geochimica et Cosmochimica
Acta, 106, 247-260, https://doi.org/10.1016/j.gca.2012.12.038, 2013.

Danielssen, D., Edler, L., Fonselius, S., Hernroth, L., Ostrowski, M., Svendsen, E., and Talpsepp, L.: Oceanographic variability in the Sk-
agerrak and northern Kattegat, May—June, 1990, ICES Journal of Marine Science, 54, 753-773, https://doi.org/10.1006/jmsc.1996.0210,
1997.

Danielsson, A., Rahm, L., Conley, D., and Carstensen, J.: Identification of characteristic regions and representative sta-
tions: a study of water quality variables in the Kattegat, Environmental Monitoring and Assessment, 90, 203-224,
https://doi.org/10.1023/B:EMAS.0000003590.58753.0e, 2004.

Deutsch, B., Forster, S., Wilhelm, M., Dippner, J., and Voss, M.: Denitrification in sediments as a major nitrogen sink in the Baltic Sea: an
extrapolation using sediment characteristics, Biogeosciences, 7, 3259-3271, https://doi.org/10.5194/bg-7-3259-2010, 2010.

Devlin, M., Fernand, L., and Collingridge, K.: Concentrations of Dissolved Oxygen Near the Seafloor in the Greater North Sea,
Celtic Seas and Bay of Biscay and Iberian Coast, In: OSPAR, 2023: The 2023 Quality Status Report for the North-East At-
lantic. OSPAR Commission, London, https://oap.ospar.org/en/ospar-assessments/quality-status-reports/qsr-2023/indicator-assessments/
seafloor-dissolved-oxygen, 2022.

Donnelly, C., Andersson, J., and Arheimer, B.: Using flow signatures and catchment similarities to evaluate a multi-basin model (E-HYPE)
across Europe, Hydr. Sciences Journal, 61, 255-273, https://doi.org/10.1080/02626667.2015.1027710, 2016.

Doos, K., Meier, H. M., and Doscher, R.: The Baltic haline conveyor belt or the overturning circulation and mixing in the Baltic, AMBIO: A
Journal of the Human Environment, 33, 261-266, https://doi.org/10.1579/0044-7447-33.4.261, 2004.

Ducrotoy, J.-P. and Elliott, M.: Interrelations between science and policy-making the North Sea example, Oceanographic Literature Review,
3, 549, https://doi.org/10.1016/S0025-326X(97)00118-5, 1998.

Ducrotoy, J.-P. and Elliott, M.: The science and management of the North Sea and the Baltic Sea: Natural history, present threats and future
challenges, Marine pollution bulletin, 57, 8-21, https://doi.org/10.1016/j.marpolbul.2008.04.030, 2008.

Ducrotoy, J.-P., Elliott, M., and de Jonge, V. N.: The North Sea, Marine pollution bulletin, 41, 5-23, https://doi.org/10.1016/S0025-
326X(00)00099-0, 2000.

Edman, M., Eilola, K., Almroth-Rosell, E., Meier, H., Wahlstrom, I., and Arneborg, L.: Nutrient retention in the Swedish coastal zone,
Frontiers in Marine Science, p. 415, https://doi.org/10.3389/fmars.2018.00415, 2018.

Edman, M. K. and Anderson, L. G.: Effect on pCO2 by phytoplankton uptake of dissolved organic nutrients in the Central and Northern
Baltic Sea, a model study, Journal of Marine Systems, 139, 166—182, https://doi.org/10.1016/j.jmarsys.2014.06.004, 2014.

Eilola, K., Meier, H. M., and Almroth, E.: On the dynamics of oxygen, phosphorus and cyanobacteria in the Baltic Sea; A model study,
Journal of Marine Systems, 75, 163—184, https://doi.org/10.1016/j.jmarsys.2008.08.009, 2009.

Eilola, K., Gustafsson, B. G., Kuznetsov, 1., Meier, H., Neumann, T., and Savchuk, O.: Evaluation of biogeochemical cy-
cles in an ensemble of three state-of-the-art numerical models of the Baltic Sea, Journal of Marine Systems, 88, 267-284,
https://doi.org/10.1016/j.jmarsys.2011.05.004, 201 1a.

Eilola, K., Hansen, J., Meier, M., Myrberg, K., Ryabchenko, V., and Skogen, M.: Eutrophication Status Report of the North Sea, Skagerrak,
Kattegat and the Baltic Sea: A Model Study Years 2001-2005, https://www.diva-portal.org/smash, 2011b.

Eilola, K., Rosell, E. A., Dieterich, C., Fransner, F., Hoglund, A., and Meier, H.: Modeling nutrient transports and exchanges of nutrients
between shallow regions and the open Baltic Sea in present and future climate, Ambio, 41, 586599, https://doi.org/10.1007/s13280-012-
0322-1, 2012.

57



900

905

910

915

920

925

930

https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

Feistel, R., Nausch, G., and Wasmund, N.: State and evolution of the Baltic Sea, 1952-2005: a detailed 50-year survey of meteorology and
climate, physics, chemistry, biology, and marine environment, John Wiley & Sons, 2008.

Finni, T., Kononen, K., Olsonen, R., and Wallstrom, K.: The history of cyanobacterial blooms in the Baltic Sea, AMBIO: A Journal of the
Human Environment, 30, 172-178, https://doi.org/10.1579/0044-7447-30.4.172, 2001.

Fonselius, S. H.: Hydrography of the Baltic deep basins, Fiskeristyrelsen, https://www.diva-portal.org/smash, 1962.

Ford, D. A., van der Molen, J., Hyder, K., Bacon, J., Barciela, R., Creach, V., McEwan, R., Ruardij, P., and Forster, R.: Observing and
modelling phytoplankton community structure in the North Sea, Biogeosciences, 14, 1419-1444, https://doi.org/10.5194/bg-14-1419-
2017, 2017.

Fransner, F., Gustafsson, E., Tedesco, L., Vichi, M., Hordoir, R., Roquet, F., Spilling, K., Kuznetsov, 1., Eilola, K., Morth, C.-M., et al.: Non-
Redfieldian dynamics explain seasonal pCO2 drawdown in the Gulf of Bothnia, Journal of Geophysical Research: Oceans, 123, 166-188,
https://doi.org/10.1002/2017JC013019, 2018.

Gauss, M., Bartnicki, J., Klein, H., and MSC-W, E.: Atmospheric nitrogen deposition to the Baltic Sea, HELCOM Baltic Sea Environment
Fact Sheet (BSEFS), Oslo, https://helcom.fi/wp-content/uploads/2022/12/B_BSEFS_N_dep_v2.pdf, 2022.

Greenwood, N., Parker, E., Fernand, L., Sivyer, D., Weston, K., Painting, S., Kroger, S., Forster, R., Lees, H., Mills, D., et al.: Detection of low
bottom water oxygen concentrations in the North Sea; implications for monitoring and assessment of ecosystem health, Biogeosciences,
7, 1357-1373, https://doi.org/10.5194/bg-7-1357-2010, 2010.

Groger, M., Maier-Reimer, E., Mikolajewicz, U., Moll, A., and Sein, D.: NW European shelf under climate warming: implications for open
ocean—shelf exchange, primary production, and carbon absorption, Biogeosciences, 10, 3767-3792, https://doi.org/10.5194/bg-10-3767-
2013, 2013.

GroBe, F., Greenwood, N., Kreus, M., Lenhart, H.-J., Machoczek, D., Pitsch, J., Salt, L., and Thomas, H.: Looking beyond strati-
fication: a model-based analysis of the biological drivers of oxygen deficiency in the North Sea, Biogeosciences, 13, 2511-2535,
https://doi.org/10.5194/bg-13-2511-2016, 2016.

Gustafsson, B.: Interaction between Baltic Sea and North Sea, Deutsche Hydrografische Zeitschrift, 49, 165-183,
https://doi.org/10.1007/BF02764031, 1997.

Gustafsson, B. G., Schenk, F., Blenckner, T., Eilola, K., Meier, H., Miiller-Karulis, B., Neumann, T., Ruoho-Airola, T., Savchuk, O. P., and
Zorita, E.: Reconstructing the development of Baltic Sea eutrophication 1850-2006, Ambio, 41, 534-548, https://doi.org/10.1007/s13280-
012-0318-x, 2012.

HELCOM: Development of tools for assessment of eutrophication in the Baltic Sea, Baltic Sea Environmental Proceedings No. 104. Helsinki
Commission, p. 64 pp, www.helcom.fi, 2006.

HELCOM: HELCOM monitoring and assessment strategy. 2013 HELCOM ministerial declaration, 2013 HELCOM ministerial declaration,
2013.

Henriksen, P.: Long-term changes in phytoplankton in the Kattegat, the Belt Sea, the Sound and the western Baltic Sea, Journal of Sea
Research, 61, 114-123, https://doi.org/10.1016/j.seares.2008.10.003, long-term Phytoplankton Time Series, 2009.

Hense, I. and Burchard, H.: Modelling cyanobacteria in shallow coastal seas, Ecological Modelling, 221, 238-244,
https://doi.org/10.1016/j.ecolmodel.2009.09.006, 2010.

Hieronymus, J., Eilola, K., Olofsson, M., Hense, 1., Meier, H., and Almroth-Rosell, E.: Modeling cyanobacteria life cycle dynamics and
historical nitrogen fixation in the Baltic Proper, Biogeosciences, 18, 6213-6227, https://doi.org/10.5194/bg-18-6213-2021, 2021.

58



935

940

945

950

955

960

965

970

https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

Hieronymus, M., Hieronymus, J., and Hieronymus, F.: On the Application of Machine Learning Techniques to Regression Problems in Sea
Level Studies, Journal of Atmospheric and Oceanic Technology, 36, 1889—1902, https://doi.org/10.1175/JTECH-D-19-0033.1, 2019.

Hietanen, S. and Kuparinen, J.: Seasonal and short-term variation in denitrification and anammox at a coastal station on the Gulf of Finland,
Baltic Sea, Hydrobiologia, 596, 67—77, https://doi.org/10.1007/s10750-007-9058-5, 2008.

Hietanen, S., Jantti, H., Buizert, C., Jiirgens, K., Labrenz, M., Voss, M., and Kuparinen, J.: Hypoxia and nitrogen processing in the Baltic
Sea water column, Limnology and Oceanography, 57, 325-337, https://doi.org/10.4319/10.2012.57.1.0325, 2012.

Holt, J., Butenschon, M., Wakelin, S., Artioli, Y., and Allen, J.: Oceanic controls on the primary production of the northwest Euro-
pean continental shelf: model experiments under recent past conditions and a potential future scenario, Biogeosciences, 9, 97-117,
https://doi.org/10.5194/bg-9-97-2012, 2012.

Hordoir, R., Axell, L., Loptien, U., Dietze, H., and Kuznetsov, I.: Influence of sea level rise on the dynamics of salt inflows in the Baltic Sea,
Journal of Geophysical Research: Oceans, 120, 6653—-6668, https://doi.org/10.1002/2014JC010642, 2015.

Hordoir, R., Axell, L., Hoglund, A., Dieterich, C., Fransner, F., Groger, M., Liu, Y., Pemberton, P., Schimanke, S., Andersson, H., et al.:
Nemo-Nordic 1.0: a NEMO-based ocean model for the Baltic and North seas—research and operational applications, Geoscientific Model
Development, 12, 363-386, https://doi.org/10.5194/gmd-12-363-2019, 2019.

Huthnance, J., Hopkins, J., Berx, B., Dale, A., Holt, J., Hosegood, P., Inall, M., Jones, S., Loveday, B. R., Miller, P. L., et al.:
Ocean shelf exchange, NW European shelf seas: Measurements, estimates and comparisons, Progress in Oceanography, 202, 102 760,
https://doi.org/10.1016/j.pocean.2022.102760, 2022.

Ikeda, M., Johannessen, J., Lygre, K., and Sandven, S.: A process study of mesoscale meanders and eddies in the Norwegian Coastal Current,
Journal of Physical Oceanography, 19, 20-35, https://doi.org/10.1175/1520-0485(1989)019<0020: APSOMM>2.0.CO;2, 1989.

Jakobsson, M., Stranne, C., O’Regan, M., Greenwood, S. L., Gustafsson, B., Humborg, C., and Weidner, E.: Bathymetric properties of the
Baltic Sea, Ocean Science, 15, 905-924, https://doi.org/10.5194/0s-15-905-2019, 2019.

Janssen, F., Neumann, T., and Schmidt, M.: Inter-annual variability in cyanobacteria blooms in the Baltic Sea controlled by wintertime
hydrographic conditions, Marine Ecology Progress Series, 275, 59-68, https://doi.org/10.3354/meps275059, 2004.

Jilbert, T. and Slomp, C. P.: Iron and manganese shuttles control the formation of authigenic phosphorus minerals in the euxinic basins of the
Baltic Sea, Geochimica et Cosmochimica Acta, 107, 155-169, https://doi.org/10.1016/j.gca.2013.01.005, 2013.

Kahru, M., Leppénen, J.-M., Rud, O., and Savchuk, O.: Cyanobacteria blooms in the Gulf of Finland triggered by saltwater inflow into the
Baltic Sea, Marine Ecology Progress Series, 207, 13-18, https://doi.org/10.3354/meps207013, 2000.

Kenny, A. J., Jenkins, C., Wood, D., Bolam, S. G., Mitchell, P., Scougal, C., and Judd, A.: Assessing cumulative human activities, pres-
sures, and impacts on North Sea benthic habitats using a biological traits approach, ICES Journal of Marine Science, 75, 1080-1092,
https://doi.org/10.1093/icesjms/fsx205, 2017.

Koop, K., Boynton, W. R., Wulff, F.,, and Carman, R.: Sediment-water oxygen and nutrient exchanges along a depth gradient in the Baltic
Sea, Marine ecology progress series, pp. 65—77, https://www.jstor.org/stable/24842269, 1990.

Korpinen, S., Meidinger, M., and Laamanen, M.: Cumulative impacts on seabed habitats: An indicator for assessments of good environmental
status, Marine Pollution Bulletin, 74, 311-319, https://doi.org/https://doi.org/10.1016/j.marpolbul.2013.06.036, 2013.

Lass, H. and Matthdus, W.: On temporal wind variations forcing salt water inflows into the Baltic Sea, Tellus A, 48, 663-671,
https://doi.org/10.1034/.1600-0870.1996.t01-4-00005.x, 1996.

Lenhart, H.-J., Mills, D. K., Baretta-Bekker, H., van Leeuwen, S. M., van der Molen, J., Baretta, J. W., Blaas, M., Desmit, X., Kiihn,
W., Lacroix, G., Los, H. J., Ménesguen, A., Neves, R., Proctor, R., Ruardij, P., Skogen, M. D., Vanhoutte-Brunier, A., Villars, M. T.,

59



975

980

985

990

995

1000

1005

https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

and Wakelin, S. L.: Predicting the consequences of nutrient reduction on the eutrophication status of the North Sea, Journal of Marine
Systems, 81, 148—170, https://doi.org/https://doi.org/10.1016/j.jmarsys.2009.12.014, 2010.

Leppéranta, M. and Myrberg, K.: Physical oceanography of the Baltic Sea, Springer Science & Business Media, 2009.

Ly, J., Philippart, C. J., and Kromkamp, J. C.: Phosphorus limitation during a phytoplankton spring bloom in the western Dutch Wadden Sea,
Journal of Sea Research, 88, 109-120, https://doi.org/10.1016/j.seares.2013.12.010, 2014.

Maar, M., Mgller, E. F.,, Larsen, J., Madsen, K. S., Wan, Z., She, J., Jonasson, L., and Neumann, T.: Ecosystem modelling across a salinity
gradient from the North Sea to the Baltic Sea, Ecological Modelling, 222, 1696—1711, https://doi.org/10.1016/j.ecolmodel.2011.03.006,
2011.

Madec, G., Bourdallé-Badie, R., Bouttier, P.-A., Bricaud, C., Bruciaferri, D., Calvert, D., Chanut, J., Clementi, E., Coward, A., Delrosso, D.,
et al.: NEMO ocean engine, http://hdl.handle.net/2122/13309, 2017.

Marmefelt, E., Arheimer, B., and Langner, J.: An integrated biogeochemical model system for the Baltic Sea, Hydrobiologia, 393, 45-56,
https://doi.org/10.1023/A:1003541816177, 1999.

Mathis, M., Elizalde, A., and Mikolajewicz, U.: The future regime of Atlantic nutrient supply to the Northwest European Shelf, Journal of
Marine Systems, 189, 98115, https://doi.org/10.1016/j.jmarsys.2018.10.002, 2019.

McGlade, J. M.: The North Sea Large Marine Ecosystem, in: Large Marine Ecosystems, vol. 10, pp. 339-412, Elsevier,
https://doi.org/10.1016/j.pocean.2009.04.011, 2002.

Mee, L. D., Jefferson, R. L., Laffoley, D. d., and Elliott, M.: How good is good? Human values and Europe’s proposed Marine Strategy
Directive, Marine pollution bulletin, 56, 187-204, https://doi.org/10.1016/j.marpolbul.2007.09.038, 2008.

Meier, H. E. M. and Kauker, F.: Modeling decadal variability of the Baltic Sea: 2, Role of freshwater inflow and large-scale,
https://doi.org/10.1029/2003JC001797, 2003.

Meier, H. E. M., Hordoir, R., Andersson, H., Dieterich, C., Eilola, K., Gustafsson, B. G., Hoglund, A., and Schimanke, S.: Modeling the
combined impact of changing climate and changing nutrient loads on the Baltic Sea environment in an ensemble of transient simulations
for 1961-2099, Climate Dynamics, 39, 2421-2441, https://doi.org/10.1007/s00382-012-1339-7, 2012.

Mohrholz, V.: Major Baltic inflow statistics—revised, Frontiers in Marine Science, 5, 384, https://doi.org/10.3389/fmars.2018.00384, 2018.

Mohrholz, V., Naumann, M., Nausch, G., Kriiger, S., and Griawe, U.: Fresh oxygen for the Baltic Sea: An exceptional saline inflow after a
decade of stagnation, Journal of Marine Systems, 148, 152—166, https://doi.org/10.1016/j.jmarsys.2015.03.005, 2015.

Mort, H. P., Slomp, C. P., Gustafsson, B. G., and Andersen, T. J.: Phosphorus recycling and burial in Baltic Sea sediments with contrasting
redox conditions, Geochimica et Cosmochimica Acta, 74, 1350-1362, https://doi.org/10.1016/j.gca.2009.11.016, 2010.

Nausch, M. and Nausch, G.: Bioavailable dissolved organic phosphorus and phosphorus use by heterotrophic bacteria, Aquatic biology, 1,
151-160, https://doi.org/10.3354/ab00012, 2007.

Neumann, T., Fennel, W., and Kremp, C.: Experimental simulations with an ecosystem model of the Baltic Sea: a nutrient load reduction
experiment, Global biogeochemical cycles, 16, 7-1, https://doi.org/10.1029/2001GB001450, 2002.

Neumann, T., Radtke, H., Cahill, B., Schmidt, M., and Rehder, G.: Non-Redfieldian carbon model for the Baltic Sea (ERGOM version 1.2)
— implementation and budget estimates, Geoscientific Model Development, 15, 8473—-8540, https://doi.org/10.5194/gmd-15-8473-2022,
2022.

Omstedt, A., Elken, J., Lehmann, A., and Piechura, J.: Knowledge of the Baltic Sea physics gained during the BALTEX and related pro-
grammes, Progress in Oceanography, 63, 1-28, https://doi.org/10.1016/j.pocean.2004.09.001, 2004.

60



1010

1015

1020

1025

1030

1035

1040

1045

https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

OSPAR: Revision of the Common Procedure for the Identification of the Eutrophication Status of the OSPAR Maritime Area, Meeting of
the OSPAR Commission; Copenhagen (Denmark): 20 — 24 June 2022, OSPAR 22-08-06 Add.1-2, 2022.

Otto, L., Zimmerman, J., Furnes, G., Mork, M., Saetre, R., and Becker, G.: Review of the physical oceanography of the North Sea, Nether-
lands journal of sea research, 26, 161-238, https://doi.org/10.1016/0077-7579(90)90091-T, 1990.

Paasche, E.: Silicon and the ecology of marine plankton diatoms. II. Silicate-uptake kinetics in five diatom species, Marine Biology, 19,
262-269, https://doi.org/10.1007/BF02097147, 1973.

Pasquer, B., Laruelle, G., Becquevort, S., Schoemann, V., Goosse, H., and Lancelot, C.: Linking ocean biogeochemical cy-
cles and ecosystem structure and function: results of the complex SWAMCO-4 model, Journal of Sea Research, 53, 93-108,
https://doi.org/10.1016/j.seares.2004.07.001, 2005.

Pavelson, J., Kononen, K., and Laanemets, J.: Chlorophyll distribution patchiness caused by hydrodynamical processes: a case study in the
Baltic Sea, ICES Journal of Marine Science, (56), 87-99, https://doi.org/10.1006/jmsc.1999.0610, 1999.

Peeters, J., Los, F, Jansen, R., Haas, H., Peperzak, L., and De Vries, I.: The oxygen dynamics of the Oyster Ground, North Sea. Impact of
eutrophication and environmental conditions, Ophelia, 42, 257-288, https://doi.org/10.1080/00785326.1995.10431508, 1995.

Pemberton, P., Loptien, U., Hordoir, R., Hoglund, A., Schimanke, S., Axell, L., and Haapala, J.: Sea-ice evaluation of NEMO-Nordic 1.0: a
NEMO-LIM3. 6-based ocean—sea-ice model setup for the North Sea and Baltic Sea, Geoscientific Model Development, 10, 3105-3123,
https://doi.org/10.5194/gmd-10-3105-2017, 2017.

Penta, B. and Walsh, J. J.: A one-dimensional ecological model of summer oxygen distributions within the Chukchi Sea, Continental Shelf
Research, 15, 337-356, https://doi.org/10.1016/0278-4343(93)E0006-T, 1995.

Rantajirvi, E., Olsonen, R., Hillfors, S., Leppénen, J.-M., and Raateoja, M.: Effect of sampling frequency on detection of natural variability
in phytoplankton: unattended high-frequency measurements on board ferries in the Baltic Sea, ICES Journal of Marine Science, 55,
697-704, https://doi.org/10.1006/jmsc.1998.0384, 1998.

Rasmussen, B. and Gustafsson, B.: Computation of nutrient pools and fluxes at the entrance to the Baltic Sea, 1974-1999, Continental Shelf
Research, 23, 483-500, https://doi.org/10.1016/S0278-4343(02)00237-6, 2003.

Reid, P., Lancelot, C., Gieskes, W., Hagmeier, E., and Weichart, G.: Phytoplankton of the North Sea and its dynamics: a review, Netherlands
Journal of Sea Research, 26, 295-331, https://doi.org/10.1016/0077-7579(90)90094-W, 1990.

Reinart, A. and Kutser, T.: Comparison of different satellite sensors in detecting cyanobacterial bloom events in the Baltic Sea, Remote
sensing of Environment, 102, 7485, https://doi.org/10.1016/j.rse.2006.02.013, 2006.

Ronnberg, C. and Bonsdorff, E.: Baltic Sea eutrophication: area-specific ecological consequences, Hydrobiologia, 514, 227-241,
https://doi.org/10.1023/B:HYDR.0000019238.84989.7f, 2004.

Rydberg, L., Artebjerg, G., and Edler, L.: Fifty years of primary production measurements in the Baltic entrance region, trends and variability
in relation to land-based input of nutrients, Journal of Sea Research, 56, 1-16, https://doi.org/10.1016/j.seares.2006.03.009, 2006.

Savchuk, O. P., Wulff, E,, Hille, S., Humborg, C., and Pollehne, F.: The Baltic Sea a century ago—a reconstruction from model simulations,
verified by observations, Journal of Marine Systems, 74, 485-494, https://doi.org/10.1016/j.jmarsys.2008.03.008, 2008.

Savchuk, O. P, Gustafsson, B. G., and Miiller-Karulis, B.: BALTSEM-a marine model for decision support within the Baltic Sea Region,
Technical report N.7, urn:nbn:se:su:diva-197187, 2012.

She, J., Berg, P., and Berg, J.: Bathymetry impacts on water exchange modelling through the Danish Straits, Journal of Marine Systems, 65,
450-459, https://doi.org/10.1016/j.jmarsys.2006.01.017, 2007.

61



1050

1055

1060

1065

1070

1075

1080

https://doi.org/10.5194/bg-2023-116
Preprint. Discussion started: 28 July 2023
(© Author(s) 2023. CC BY 4.0 License.

Siirid, S.-M., Fredriksson, S., Haapala, J., and Arneborg, L.: The future of Gulf of Bothnia, possible changes on salinity and currents, EGU
General Assembly 2022, Vienna, Austria, 23-27 May 2022, EGU22-8533, https://doi.org/https://doi.org/10.5194/egusphere-egu22-8533,
2022.

Stigebrandt, A.: A model for the vertial circulation of the Baltic deep water, Journal of Physical Oceanography, 17, 1772-1785,
https://doi.org/10.1175/1520-0485(1987)017<1772:AMFTVC>2.0.CO;2, 1987.

Stockenberg, A. and Johnstone, R.: Benthic denitrification in the Gulf of Bothnia, Estuarine, Coastal and Shelf Science, 45, 835-843,
https://doi.org/10.1006/ecss.1997.0271, 1997.

Siindermann, J. and Pohlmann, T.: A brief analysis of North Sea physics, Oceanologia, 53, 663—-689, https://doi.org/10.5697/0c.53-3.663,
2011.

Thamatrakoln, K. and Hildebrand, M.: Silicon uptake in diatoms revisited: a model for saturable and nonsaturable uptake kinetics and the
role of silicon transporters, Plant physiology, 146, 1397-1407, https://doi.org/10.1104/pp.107.107094, 2008.

Thompson, C., Couceiro, F., Fones, G., Helsby, R., Amos, C., Black, K., Parker, E., Greenwood, N., Statham, P., and Kelly-
Gerreyn, B.: In situ flume measurements of resuspension in the North Sea, Estuarine, Coastal and Shelf Science, 94, 77-88,
https://doi.org/10.1016/j.ecss.2011.05.026, 2011.

Tuominen, L., Heinénen, A., Kuparinen, J., and Nielsen, L. P.: Spatial and temporal variability of denitrification in the sediments of the
northern Baltic Proper, Marine Ecology Progress Series, 172, 13-24, https://doi.org/10.3354/meps172013, 1998.

Van der Molen, J.: The influence of tides, wind and waves on the net sand transport in the North Sea, Continental Shelf Research, 22,
2739-2762, https://doi.org/https://doi.org/10.1016/S0278-4343(02)00124-3, 2002.

van Leeuwen, S., Tett, P., Mills, D., and van der Molen, J.: Stratified and nonstratified areas in the North Sea: Long-term variability and
biological and policy implications, Journal of Geophysical Research: Oceans, 120, 4670-4686, https://doi.org/10.1002/2014JC010485,
2015.

van Leeuwen, S. M., Lenhart, H.-J., Prins, T. C., Blauw, A., Desmit, X., Fernand, L., Friedland, R., Kerimoglu, O., Lacroix, G., van der
Linden, A., Lefebvre, A., van der Molen, J., Plus, M., Ruvalcaba Baroni, I., Silva, T., Stegert, C., Troost, T. A., and Vilmin, L.: De-
riving pre-eutrophic conditions from an ensemble model approach for the North-West European seas, Frontiers in Marine Science, 10,
https://doi.org/10.3389/fmars.2023.1129951, 2023.

Vermaat, J. E., McQuatters-Gollop, A., Eleveld, M. A., and Gilbert, A. J.: Past, present and future nutrient loads of the North Sea: causes and
consequences, Estuarine, Coastal and Shelf Science, 80, 53—59, https://doi.org/10.1016/j.ecss.2008.07.005, 2008.

Wahlstrom, 1., Hoglund, A., Almroth-Rosell, E., MacKenzie, B. R., Groger, M., Eilola, K., Plikshs, M., and Andersson, H. C.: Combined
climate change and nutrient load impacts on future habitats and eutrophication indicators in a eutrophic coastal sea, Limnology and
Oceanography, 65, 2170-2187, https://doi.org/10.1002/Ino.11446, 2020.

Winther, N. G. and Johannessen, J. A.: North Sea circulation: Atlantic inflow and its destination, Journal of Geophysical Research: Oceans,
111, https://doi.org/10.1029/2005JC0033 10, 2006.

Wulff, F. and Stigebrandt, A.: A time-dependent budget model for nutrients in the Baltic Sea, Global Biogeochemical Cycles, 3, 63-78,
https://doi.org/10.1029/GB003i001p00063, 1989.

Wulff, F., Rahm, L., Hallin, A.-K., and Sandberg, J.: A nutrient budget model of the Baltic Sea, A systems analysis of the Baltic Sea, pp.
353-372, https://doi.org/0.1007/978-3-662-04453-7_13, 2001.

62



