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[image: ]Fig. S1.  Left: 1950-2014 maximum absolute correlation at any lag, between o2 anomalies and IPV* anomalies (full fields). Right: Corresponding lags (months) shown only in grid points where c.c. < - 0.5 and corresponding lag < 0. Negative lags mean IPV* preceding. Lags colorbar saturates at –4.


[image: ]Fig. S2.  1950-2014 linear trend of deseasonalized residual IPV* (left) and deseasonalized residual o2 (right). Color scales saturate at +/- 3 10-13 (IPV*) and +/- 0.03 (O2).




[image: ]Fig. S3.  2036-2100 linear trend of deseasonalized residual IPV* (left) and deseasonalized residual o2 (right). Color scales saturate at +/- 5 10-13 (IPV*) and +/- 0.05 (O2).	Comment by Novi, Lyuba: Nel futuro le colorbars dei trends sono diverse dal passato. E' un un casino volerle uguali perchè uno dei due satura troppo o troppo poco...
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Fig. S4.  1950-2014 (1950-2014 for ORAS5 and E3SM-2G) seasonal standard deviation of ind1
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Fig. S5.  1950-2014 (1950-2014 for ORAS5 and E3SM-2G) seasonal standard deviation of ind2



[image: ]Fig. S6.  1950-2014 (1950-2014 for ORAS5 and E3SM-2G) seasonal standard deviation of ind3
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[bookmark: _Int_J0M35KvK]Fig. S7.  Left: 2036-2100 maximum absolute correlation at any lag, between o2 anomalies and IPV* anomalies (full fields), shown only in grid points where c.c. < - 0.5 and corresponding lag < 0. Right: Corresponding lags (months). Negative lags mean IPV* preceding. Lags colorbar saturates at –4.



[image: ]Fig. S8.  2036-2100 seasonal standard deviation of ind1





[image: ]Fig. S9.  2036-2100 seasonal standard deviation of ind2


[image: ]Fig. S10.  2036-2100 seasonal standard deviation of ind3

Shuffling test for statistical significance of indicators spatial correlations. 
The significance of the c.c. reported in Table 2, Table 3, Fig. 3 and Fig. 4 of the Main Text is tested with a random shuffling test, as follows. Each indicator is a matrix of C column and R rows with NaNs values over land points and non-NaNs values over the ocean points. We set N=10000 as the total number of shuffling cycles, and for each cycle n = 1, …, N we proceeded as described: for each indicator we first shuffled all the elements, column by column, applying a random permutation to each column’s elements. Then, we repeat the same procedure spanning the rows. The resulting matrix is a random permutation of the original indicator, but it includes NaNs in random positions as the shuffling procedure doesn’t differentiate between ocean points and land points, which may alter the final significance test. To overcome this issue, we (i) select only the ocean grid points in the shuffled matrix (which are now populated with shuffled values and NaNs at random positions), put a numeric mask on the land, and store the result in a new matrix A; (ii) conversely, we select only the land points in the shuffled matrix (which are now populated with shuffled values and NaNs at random positions), put a numeric mask on the ocean points, and store the result in a new matrix B; (iii) Next, we randomly replaced only the no-NaNs of matrix B into the NaNs of matrix A, which will now have NaNs only on land and a random permutation of all the ocean points over the ocean. We finally replaced the land-mask with NaNs, and computed the field-correlations between the meaningful pairs of indicators (Ind1O2 with Ind1IPV*, Ind2O2 with Ind2IPV* and Ind3O2 with Ind3IPV*,), skipping NaNs. The resulting value represents the field correlation between spatially randomized indicators (c.c.shuffle). Finally, at each cycle, we compared c.c.shuffle with the c.c. originally computed for the non-shuffled indicators, to measure how many times out of N we obtain “by chance” (i.e. for a random realization of the existing pixel values) a correlation stronger or equal to c.c. in absolute value, i.e. how many times m it is   | c.c.shuffle | > |c.c.| . The percentage P = 100(m/N) gives a measure of the statistical significance of c.c., i.e. the corresponding c.c. is found “by chance” less of P% of the times. In this work, we assumed significant c.c. with P < 5%.
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