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Abstract. Climate warming and associated accelerated permafrost thaw in the Arctic lead to a shift in landscape patterns, 

hydrologic conditions and release of carbon. In this context, the lateral transport of carbon, and shifts therein following thaw, 

remain poorly understood. Crucial hydrologic factors affecting the lateral distribution of carbon include the depth of the 

saturated zone above the permafrost table with respect to changes in water table and thaw depth, and the connectivity of water-

saturated zones. Landscape conditions are expected to change in the future, due to rising temperatures, polygonal or flat 20 

floodplain Arctic tundra areas in various states of degradation; hydrologic conditions will also change. This study is focused 

on an experimental site near Chersky, Northeast Siberia, where a drainage ditch was constructed in 2004  to simulate landscape 

degradation features that result in drier soil conditions and channeled water flow. We compared water levels and thaw depths 

in the drained area (dry soil conditions) with those in an adjacent control area (wet soil conditions). We also identified the 

sources of water at the site via stable water isotope analysis. We found substantial spatiotemporal changes in the water 25 

conditions at the drained site: i) lower water tables resulting in drier soil conditions, ii) quicker water flow through drier areas, 

iii) larger saturation zones in wetter areas, and iv) a higher proportion of permafrost melt water in the liquid phase towards the 

end of the growing season. These findings suggest decreased lateral connectivity throughout the drained area. Shifts in 

hydraulic connectivity in combination with a shift in vegetation abundance and water sources may impact carbon sources, 

sinks as well as transport pathways. Identifying lateral transport patterns in areas with degrading permafrost is therefore crucial. 30 

1 Introduction 

Global warming can alter a variety of landscape processes, including the transformation and transport of water, carbon, and 

nutrients (AMAP, 2017; Walvoord and Kurylyk, 2016). Permafrost underlies approximately 15 % of the land surface in the 

Northern Hemisphere (Obu, 2021). These areas, which represent a major reservoir for organic carbon (storing up to 1300 PgC 

(Hugelius et al., 2014)), are susceptible to changing climate conditions (Treat et al., 2022; Zou et al., 2022). Especially in 35 

Siberia, organic-rich loess Yedoma soils are highly vulnerable to global warming and therefore to organic decomposition 

(Zimov et al., 2006). The more permafrost thaws as a result of climate change (Lawrence et al., 2012; Osterkamp, 2007; 

Romanovsky et al., 2010), the more organic carbon becomes available for degradation and transport to the atmosphere (vertical 

release) or hydrosphere (lateral release) (Denfeld et al., 2013; Frey and McClelland, 2009; Schuur et al., 2015; Walvoord and 

Striegl, 2007; Vonk et al., 2015). The stability of this carbon reservoir therefore depends mainly on soil water status, 40 

temperature, and vegetation community (Burke et al., 2013; Jorgenson et al., 2010, 2013; van der Kolk et al., 2016; Varner et 

al., 2021). 

Vertical carbon release pathways in permafrost ecosystems have been well studied over the past decade (Helbig et al., 2013; 

Zona et al., 2015). In summer, when the active layer develops as the seasonally thawed top section above permafrost soils, 

water availability dominates fluctuations in carbon flux rates (Kim, 2015; Kwon et al., 2016; McEwing et al., 2015; Zona et 45 

al., 2011). Permafrost, which represents an impermeable boundary at the base of the active layer, forms an aquiclude 

(Lamontagne-Hallé et al., 2018; Woo, 2012). The more the soil profile thaws, the more water (from precipitation or flooding) 
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infiltrates and moves through the soil towards lower areas, following hydraulic gradients (Hamm and Frampton, 2021) and 

towards inland water bodies, enabling the redistribution of dissolved and particulate carbon from the active layer. 

Understanding these lateral water transport patterns is crucial (Déry and Wood, 2005; Peterson et al., 2002) to quantify the 50 

total carbon transport through an aquatic system. Because carbon decomposition and transport rates depend on water saturation 

of soils (dry versus wet conditions), the hydrosphere affects carbon redistribution and release at its interface with the 

lithosphere (Denfeld et al., 2013; Goeckede et al., 2017; Walvoord and Kurylyk, 2016; Woo et al., 2008). Recent publications 

show an increasing focus on lateral groundwater fluxes combined with carbon export (Connolly et al., 2020; Ma et al., 2022; 

Mohammed et al., 2022). 55 

The low hydraulic conductivity of Arctic mineral (silty) soils generally leads to low water and carbon transport rates within 

the area (Frampton et al., 2011; Zhang et al., 2000). Overlying organic layers in contrast are characterized by larger pore sizes 

and therefore higher permeability (Arnold and Ghezzehei, 2015; Boelter, 1969). When these organic layers are saturated, they 

are more able to conduct water and facilitate lateral transport of carbon (O’Connor et al., 2019; Quinton et al., 2008). O’Connor 

et al. (2019) emphasized that groundwater flow is expected to be limited when water tables drop into the mineral layer. 60 

Therefore, whether deeper thawing enhances or reduces groundwater flow is still being debated (Evans and Ge, 2017; 

Walvoord and Kurylyk, 2016; Walvoord and Striegl, 2007). However, the possible vertical connectivity between 

suprapermafrost and subpermafrost groundwater has been shown to be enhanced due to increases in thaw depth (Connolly et 

al., 2020; Kurylyk et al., 2014). Ultimately, the lateral transport within permafrost ecosystems is impacted: lateral connectivity 

varies in an area depending on seasonally driven soil water conditions (for example, during the spring freshet or the late 65 

growing season).  

Seasonal soil water conditions are characteristic of Siberian floodplains. These areas are affected by widespread flooding 

during the spring freshet following snowmelt (Bröder et al., 2020; Mann et al., 2012; Raymond et al., 2007). Spring flooding 

redistributes water and carbon more than later in the year when low water levels mean transport occurs only via subsurface 

flow (Connon et al., 2014). As O’Connor et al. (2019) underline, groundwater level influences suprapermafrost groundwater 70 

flow more than thaw depth, in particular, whether the location of saturated zone extends into the porous organic or less 

conductive mineral layer. 

Typical Arctic landscape patterns, such as polygonal ice wedge formations, wetlands, thermokarst lakes, channels, and ponds, 

are characterized by saturated soil water conditions during the growing season. Drier soil conditions are expected to become 

more frequent in the future, resulting in the degradation of the polygonal tundra landscape (Frey and McClelland, 2009; 75 

Liljedahl et al., 2016). Drier conditions result in more channeled water transport pathways and aerobic soil conditions. This 

change in landscape patterns leads to a shift from grassy to shrubby vegetation community (Kwon et al., 2016; Sturm et al., 

2001) and causes different decomposition patterns of carbon (Goeckede et al., 2017; Zona et al., 2011). Vonk et al. (2015) 

emphasized that the physical, chemical, and biological impacts of hydrological change can affect remobilization, microbial 

transformation, and carbon release from previously frozen soils. 80 



 

4 

 

Several studies have previously discussed the processes and drivers of water redistribution patterns in permafrost areas, on 

scales both large (mapping, remotely sensed data, modeling; e.g., Frey and McClelland, 2009; Koven et al., 2011; Rautio et 

al., 2011; Schuur et al., 2015) and small (e.g., Quinton et al., 2000; Walvoord and Kurylyk, 2016). However, the relation 

between wetness status and water flow velocity with regard to carbon distribution and transport remains understudied. The 

variations in water table and thaw depth of different storage capacities revealed by microtopographic features (local elevations 85 

and depressions; O’Connor et al., 2019) show the potential for different carbon decomposition or accumulation patterns; these 

variations should be integrated into future research. To address the shifts in potential carbon distribution, we first need to 

understand patterns of water table and thaw depth.  

Hence, we investigated how small-scale suprapermafrost groundwater distribution, potential flow paths, and mechanisms are 

linked at a wet (control) and a dry (drained) permafrost site in northeast Siberia. We use several in situ approaches to detect 90 

temporal changes and patterns of water redistribution in hydrological features: small-scale water table depth, composition of 

water stable isotopes (δ18O, δD) in surface water, suprapermafrost groundwater, permafrost ice and precipitation, and thaw 

depth measurements. We investigated the following: (i) How is artificial drainage affecting the wet tussock tundra ecosystem 

in northeast Siberia? (ii) Can hydrological differences be detected in wet and dry areas of this system, and if so, what are they? 

(iii) What changes are induced by the drainage? (iv) Can relationships between ecosystem structure and hydrological patterns 95 

be observed? 

2 Material and methods 

2.1 Study site 

The study site (centered at 68.75 °N, 161.33 °E) is located in the continuous permafrost zone on the floodplain of the Kolyma 

River in Northeast Siberia, Russia, close to the town of Chersky (Fig. 1). Located about 150 km south of the Arctic Ocean, the 100 

landscape is characterized by frost polygons and ice wedge formations (Corradi et al., 2005). The study site is situated adjacent 

to the Ambolikha River, which enters the Pantheleika River and subsequently the Kolyma River (Castro‐Morales et al., 2022). 

To simulate the expected drier conditions caused by global warming, an experimental site was developed at the floodplain area 

comprising a drainage ditch (hereafter “drained area”) and a control site (hereafter “control area”). A ditch with a diameter of 

about 200 m was constructed in 2004 (Merbold et al., 2009) to promote a persistently lowered water table; we hoped to test its 105 

effects on water transfer and the carbon cycle in the context of future changes in polygonal landscape properties (Liljedahl et 

al., 2016). The two sites are located in the immediate vicinity of one another, but the control area remains unaffected by the 

drainage manipulation. Previous on-site investigations using eddy covariance (Kittler et al., 2016) and soil chambers (Kwon 

et al., 2016) have shown differences in carbon dioxide (CO2) and methane (CH4) fluxes between the drained and the control 

areas. The construction of a drainage ring led to drier conditions and a water table decrease of up to 30 cm after one year 110 

(Merbold et al., 2009) and created shifts in radiation budgets, vegetation patterns, soil thermal regimes, and snow cover. In 
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this study, we compared hydrological conditions of the floodplain section affected by the drainage with those of the control 

area.  

The hydrological year of the region is characterized by the formation of snow cover after the growing season (October). This 

is followed by an annual snow-melt and ice-break-up phase in spring (May - June). A subsequent spring freshet increases 115 

discharge into rivers and transport of solutes (Fig. A1). Depending on the timing and dynamics of this process, the site usually 

experiences flooding at the beginning of the growing season, when water levels can rise to more than 50 cm above the surface 

level (Goeckede et al., 2019). The inundated site is then accessible only by boat. The flood typically lasts a few weeks and 

recedes by late May - early June. Highest groundwater levels (water above the permafrost, also suprapermafrost) occur 

typically between May and June, followed by a slow decrease until soils refreeze in autumn (September–October). During the 120 

lowest water levels (particularly in July and August) on the floodplain, precipitation and thawing ice stored in the active layer 

are the main sources of river water (Guo et al., 2015). Due to active sedimentation during the spring flood, characteristic 

periglacial formations such as frost polygons are less pronounced within the floodplain. The topsoil layer is about 15–26 cm 

deep (Kwon et al., 2016 and soil property data from field work in 2018) and consists mostly of organic peat (23 ± 3 cm) formed 

from remains of roots and other organic material. The underlying silty-clayey mineral layer originated from river and flood 125 

water transport.  

The vegetation at the site is categorized as wet tussock tundra (Corradi et al., 2005; Goeckede et al., 2017). The vegetation 

cover is dominated by cotton grasses (Eriophorum angustifolium), tussock-forming sedges (Carex appendiculata and Carex 

lugens, e.g., Merbold et al., 2009; Kwon et al., 2016) and shrubs (e.g., Salix species and Betula exilis, see also Fig. A2). 

Fractional coverage of these groups roughly follows the status of soil and standing water, with predominantly wet sites 130 

dominated by cotton grasses, and drier sites dominated by shrubs (Kwon et al., 2016). From 12 June 2017 to 22 September 

2017 (measurement period, 103 days) (Fig. 2), mean air temperature at the study site was 9.2 ± 5.8 °C (min. temperature: -6.1 

°C, max. temperature: 26.9 °C), and cumulative precipitation was 98.4 mm, which represented ca. 67 % of the total annual 

precipitation in 2017.  

2.2 Field sampling and laboratory analysis 135 

Air temperature and precipitation data were obtained from sensors installed at the drained area (tipping bucket rain gauge 

(Thies Clima, Germany) and a KPK 1/6-ME-H38 (Mela) for air temperature). For more details, see Kittler et al. (2016). In the 

course of repeated measurement campaigns between 2016 and 2019, we analyzed four parameters to compare water transport 

mechanisms at the study site: water levels (WLs), water stable isotope signals, thaw depth, and soil properties. 

2.2.1 Water table depth 140 

We monitored levels of suprapermafrost groundwater and surface water within a distributed network of 32 sampling sites (Fig. 

1). The sampling sites were placed at representative locations within the drained and control areas. In total, 19 piezometer 

locations were installed within the drained area (sites DI-1 to DI-10 at the drainage-inside area; sites DO-1 to DO-9 at the 
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drainage-outside area) and 10 locations at the control area (sites C-1 to C-10). Moreover, surface water levels were measured 

at three locations within the drainage ring (sites SW-1 to SW-2). The sites were categorized as follows: drainage-inside area 145 

(D-in), drainage-outside area (D-out), control area (Ctrl), and surface water of the drainage ditch (SW) to indicate the 

predominant hydrological setting (Fig. 1). An earlier deployment of piezometers was not possible before mid-June due to 

flooding at the site. Each piezometer consisted of a perforated PVC pipe of 2 m length and a diameter of 110 mm that was 

installed in the ground and anchored in the permafrost. The water level measurements are based on a downward-looking 

ultrasonic distance sensor (MB7380 HRXL-MaxSonar-WRF, MaxBotix, Brainerd, Minnesota, USA) installed on top of the 150 

pipe, integrated into a custom-built unit that handles data acquisition and power supply. The measurement range of the sensor 

is 0.3 to 5 m, and the measurement resolution is 5 mm (MaxBotix Inc., 2023a). The batteries were recharged by solar panels. 

Continuous hourly measurements of the distance to the water table were recorded on a memory card and read out manually at 

regular intervals throughout the observation period. The data were further aggregated to daily mean values.  

We used ultrasonic distance measurements to detect water tables based on the distance between the sensor and the water 155 

surface, which allowed us to obtain water table information even when the groundwater column was too shallow to measure 

piezometric heads based on submerged sensors. Such conditions occurred temporarily at dry sites with low active layer depths 

and low suprapermafrost water bodies, and during periods with no precipitation. In this study, the custom-built devices showed 

very good results when water levels were close to the surface, but signals were increasingly disturbed when water levels 

decreased (July). Measurement errors were mainly linked to scattering of the signal due to distractions in the pipe e.g., water 160 

droplets (MaxBotix Inc., 2023b). For some wells, when the depth of the water table increases, perforations in the pipe itself 

can result in distracted signals. Other factors influencing the quality of the signal include the following: obstacles in the pipe, 

housing with sensor not properly set on top of the pipe, high wind speeds that dislocated the pipe, disturbance due to pipe 

access (data read out and water sampling) and temperature swings. During the field campaign, we regularly checked the quality 

of the data, compared the data with manual measurements, and cleaned pipes to minimize measurement errors. However, these 165 

disturbances created outliers (Table A2) that were filtered semi-automatically according to section-wise minimum values 

(software R studio, R Core Team, 2023). 

We established a wetness indicator (WI) in m to indicate the relative degree of wetness for each site (dry versus wet conditions) 

on the basis of the water table depth. We used data covering the measurement period in 2017 (June to September) and of all 

measurement locations to conduct a cluster analysis with two classes (software R studio, package stats, function kmeans). 170 

These two classes represented the relatively dry and wet piezometer locations, and the threshold value could be determined 

with: WI > –0.138 m for wet conditions, and WI <= –0.138 m for dry conditions (Table A1). The wetness indicator is given 

in m in relation to the ground level (GL), where positive values represent water tables above GL and negative values below 

GL. 
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 175 

Figure 1: Distribution of locations to monitor water level depth at the Ambolikha observation site. DI-wells show piezometer 

locations at the drainage-inside (D-in) and DO-wells at the drainage-outside (D-out) area, C-wells at the control area (Ctrl). Water 

levels were measured and sampling was conducted at three surface water (SW) locations within the drainage ditch (marked in 

yellow). Black points show automatic water level measurement locations and white points indicate water sampling at several of these 

locations. Red diamonds indicate soil sampling locations for porosity analysis. The background map is based on WorldView-2 2011. 180 
Data of the overview map are based on GADM (2023). 
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In order to determine the absolute water level above sea level, we obtained the elevation of each of the monitoring locations 

across the Ambolikha site based on a 2018 drone survey that produced high-resolution digital elevation maps (Figure A 5) of 

the surface and top of the piezometer pipes with a precision of ± 6 cm. The level of the ultrasonic sensor within the pipe and 

the soil surface adjacent to it were measured manually to account for different exposure heights of the piezometers. Our 185 

piezometers protrude ca. 78 cm (± 10 cm) from the soil. Based on this information, we were able to calculate the network-

wide spatio-temporal variation of groundwater heads above sea level (groundwater level, h), as well as the depth to water table 

from the surface (relative water table depth) for groundwater and surface water.  

In order to visualize spatial water level trends on the basis of the piezometric data, we first applied cubic spline interpolation 

(QGIS.org, 2022) on all surface and groundwater levels for four dates throughout the measurement period (Fig. 5). Mid-190 

monthly dates were used to provide an overview of water levels throughout the growing season. The main directions of water 

flow were illustrated using the tool gradient vectors from surface in QGIS (QGIS.org, 2022). 

Suprapermafrost water flow (Qw in m3 s-1) between piezometers was calculated with Darcy's law and given in L d-1: 

𝑄𝑤 = 𝐾 × 𝐴 ×
∆ℎ

∆𝑥
 (1) 

where K is the saturated hydraulic conductivity (m s-1), A the cross-sectional flow area (m2) based on groundwater level above 195 

the permafrost, ∆h the water level difference between piezometers (m), and ∆x the lateral distance between piezometers (m). 

2.2.2 Soil properties 

The saturated hydraulic conductivity (K) was determined based on slug-injection tests, which were conducted on 29 July and 

30 July 2016. K was calculated according to the description of Bouwer and Rice (1976), resulting in two different values: 2.5 

x 10-5 m s-1 for the organic soil layer and 7.4 x 10-7 m s-1 for the mineral soil layer. Depending on the amount of water located 200 

in the layers, the effective hydraulic conductivity (weighted mean) was calculated from the contribution of each layer to the 

active cross-section and applied to the Darcy flow calculation. 

The extent of the organic layer was measured on 08 July 2018 and 17 July 2018. This was done by drilling six small holes 

using an auger within both the drained and control areas. The transition between the organic and mineral soil layers was 

visually detected and measured. At these locations, samples for soil porosity measurements were collected in core cutters of 205 

100 cm³ volume. The soil samples were transferred to an on-site laboratory and weighed twice: first after two days of water-

saturated conditions. Subsequently, the soil samples were dried at 105 °C for 24 h and weighed again. The porosity was 

calculated using the relationship between water volume and soil weight under consideration of the volume of the core cutter: 

𝑉𝑝 = 𝑉𝑡 − 𝑉𝑠 (2) 

where the pore volume is Vp (g cm-3), Vt is the total volume (g cm-3), and Vs the solid volume (g cm-3) of the respective soil 210 

sample. 

𝑃𝑡 =
𝑉𝑝

𝑉𝑡
× 100 (3) 

where Pt is the soil porosity (%) that was calculated from the ratio between Vp and Vt. 
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2.2.3 Thaw depth 

Thaw depth was measured by inserting a metal rod into the soil until the ice layer was reached (no further movement possible) 215 

and noting the distance from the soil surface. Thaw depth was measured at most of the groundwater monitoring locations as 

well as at locations distributed over the study site; measurements were taken repeatedly during the growing season. For most 

of the groundwater monitoring locations, up to eight measurements of thaw depth were taken between 17 June 2017 and 04 

September 2017. 

2.2.4 Stable water isotopes 220 

For analysis of stable water isotopes, samples were collected from precipitation, surface water, suprapermafrost groundwater, 

and the upper permafrost ice layer. Rain water was collected after rain events during the sampling period. In total, 3 surface 

water measurement locations and 16 groundwater piezometer sites were sampled for this analysis, 5 of which are located 

within the control area, 5 within the drainage-outside area, and 6 within the drainage-inside area (Fig. 1). 14 samplings were 

conducted in the growing season between 25 June and 05 September 2017. During that time, precipitation was sampled eight 225 

times subsequent to precipitation events. The permafrost ice was sampled on two dates in 2018: 03 and 06 July. Generally, the 

temporal resolution in the middle of the growing season was good, but decreased in mid-August and mid- to end of September. 

The inclusion of additional data from July to August 2016, July to October 2018 and May to July 2019 covered early and late 

growing season isotopic signatures and provided sufficient data for monthly means (Fig. 7). This additional data resulted from 

our on-site measurements in 2016 and 2018, on-site suprapermafrost groundwater measurements in 2019, and precipitation 230 

measurements in Chersky from 2018 and 2019. During all 14 water samplings, electrical conductivity among other parameters 

was measured with a YSI Professional Plus multiparameter instrument combined with the respective parameter sensors (YSI 

Inc., Yellow Springs, Ohio, USA). 

Water samples were collected, filtered (0.7 μm GF/F Whatman®, VWR International GmbH, Darmstadt, Germany), and 

transferred to 1 ml glass vials without headspace and kept at 8 °C prior to analysis. Permafrost ice water was sampled by 235 

drilling boreholes to the uppermost part of the active layer, and melted prior to filtering and measurement. All water samples 

were analyzed for hydrogen (δD) and 18-oxygen stable isotope composition (δ18O), with a Delta+ XL isotope ratio mass 

spectrometer (Finnigan MAT, Bremen, Germany) at the BGC-IsoLab of the Max Planck Institute for Biogeochemistry in Jena, 

Germany, using a TC/EA (thermal conversion elemental analyzer) technique. Isotopic compositions relative to the Vienna 

Standard Mean Ocean Water (VSMOW) and to the Standard Light Antarctic Precipitation (SLAP) are expressed as δ-values 240 

in ‰ (Coplen, 1994). The BGC-IsoLab further used three internal standards (www-j1, BGP-j1, and RWB-J1) and analytical 

uncertainties are about <1 ‰ for δD and 0.1 ‰ for δ18O (Gehre et al., 2004). We set up an end-member mixing analysis 

(EMMA) to detect if the isotopic signal was derived from precipitation or snow-melt (at the beginning of the season) or 

permafrost melt (at the end of the season) signal. Since permafrost and snow-melt showed similar heavy directions in isotopic 

compositions, we can distinguish them only by early and late season. 245 
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𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛 𝑜𝑓 𝑠𝑜𝑢𝑟𝑐𝑒 1 =
(𝑠𝑎𝑚𝑝𝑙𝑒−𝑠𝑜𝑢𝑟𝑐𝑒 2)

(𝑠𝑜𝑢𝑟𝑐𝑒 1−𝑠𝑜𝑢𝑟𝑐𝑒 2)
× 100 (4) 

where source 1 (end-member 1) represents the stable water precipitation signal (n = 7, δ18O = –15.3 ± 0.7 ‰, δD = –118.2 ± 

4.4 ‰) and source 2 (end-member 2) the heavier signal of permafrost ice (n = 2, δ18O = –22.8 ± 0.2 ‰, δD = –180.8 ± 2.6 ‰). 

The proportion of source 1 is given in %. 

Deuterium excess (D-excess) was calculated in order to assess kinetic fractionation processes (Dansgaard, 1964). These 250 

processes gave hints about evaporation and condensation processes occurring within the samples. Samples with a deuterium 

excess <10 ‰ represented an evaporative signal (Dansgaard, 1964). 

𝐷 − 𝑒𝑥𝑐𝑒𝑠𝑠 = 𝛿𝐷 − 8 × 𝛿18𝑂 (5) 

where δD and δ18O represent the stable water isotopic values per site and sampling time. 

3 Results 255 

3.1 Water table depth and water levels 

Water tables for each of the four groups of water types differed significantly (p-values < 2.2e-16, software R studio, package 

stats, function t.test). For suprapermafrost groundwater, water tables were highest for control site wells, followed by drainage-

outside areas and drainage-inside areas (Fig. 2). After the recession of the early summer flood, surface and groundwater levels 

receded across all sites. While most of the locations still showed inundation in June, these relatively wet conditions were 260 

followed by a decrease in water levels until mid- to end of July, most pronounced within the areas affected by the drainage. 

Accordingly, around the peak of the growing season in mid-July, most parts of the drainage area but also some locations within 

the control area (C-4 to C-6) had dry topsoil. After reaching lowest water levels around early August, conditions remained 

relatively stable for the rest of the measurement period, followed by a minor to moderate increase linked to more frequent 

precipitation events and lower temperatures in September (see also Fig. 3). 265 
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Figure 2: Daily mean water table depth (water tables in relation to ground level 0 m (GL), horizontal black line) in 2017 for all 

measurement locations. The individual panels show time series for each of the four hydrological sections (Table A1): (a) DI wells, 

(b) C wells, (c) DO wells, (d) SW wells. Values above the ground level indicate periods of waterlogged conditions. For the surface 

water locations, the ground level refers to the water-sediment interface. 270 

Dry and wet locations reacted differently to precipitation: piezometric heads fluctuated during the course of the growing 

season. In general, all precipitation events were associated with an almost immediate increase in groundwater levels across 

sites. For example, most water levels at a predominantly wet site (C-01) for the entire observation period remained within a 

range of ± 6 cm, and daily fluctuations rarely exceeded 0.3 cm (Fig. 3). Strong precipitation events slowed down or even 

reversed the general drying trend over time, but observed increases in water levels usually happened slowly (over the course 275 

of several days). In contrast, at the drained site (for example DI-08, Fig. 3), we observed water tables as low as 30 cm below 

soil surface, and steep decline rates often exceeded 1 cm per day. There, strong precipitation events were followed by an 

instantaneous rise in water levels exceeding 5 cm several times during the observation period. Overall, the measured 

groundwater level range was about three times higher at drained sites compared to control sites. 
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 280 

Figure 3: Temperature, precipitation, and representative water tables over the course of the measurement period in 2017. 

Precipitation events are shown as vertical blue bars. Yellow shadings show representative dry periods (no precipitation for more 

than one week) and blue shadings, precipitation events. (a) Time series of the air temperature during the measurement period. The 

gray line shows hourly data; the black line, the moving average (width of rolling window = 100 data points, zoo package R Core 

Team, 2023) of temperature values. (b) Time series of precipitation events on two exemplary locations of ground water levels. The 285 
red line gives water levels at a selected drained site (DI-08), while the gray line indicates conditions at a control site (C-01). In both 

cases, water levels are given as depth from ground level (GL, horizontal black line) to water table. 

We observed two representative dry periods in 2017, when precipitation was absent for more than one week: in July (from 10 

July 2017 at 19:00:00 LT to 19 July 2017 at 12:00:00 LT) and in August (05 August 2017 at 07:00:00 LT to 16 August 2017 

at 21:00:00 LT, all local time) (Fig. 3). Daily mean temperature during these dry periods rose to 18 °C in July, but only 11 °C 290 
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in August. Water level decrease rates differed distinctively between wells. For instance, the water level at C-01 decreased by 

3.2 cm in July and 2.5 cm in August. In contrast, water levels at the drained site DI-08 decreased by 10.3 cm and 9.5 cm, 

respectively. A strong precipitation event at the same place on 17 August 2017 at 01:00:00 LT (3.5 mm h-1) increased water 

levels by 8.0 cm within 3 h after the start of the event. At C-01, the strong precipitation event resulted in only 1 cm water level 

increase with no or very limited lag time. Another strong precipitation event started on 08 September 2017 at 14:00:00 LT. 295 

During this 7-hour event, C-01 and DI-08 showed similar increases in water levels (C-01: 3.9 cm and DI-08: 5.0 cm, Fig. 3), 

while in contrast to the August event, the peak was delayed only at the control site C-01, not at the drained site DI-08. 

Overall, daily groundwater levels were highest in the morning (ca. 07:00:00–11:00:00 LT) and lowest in the evening (ca. 

19:00:00–23:00:00 LT), indicating evapotranspirative losses during the day. These fluctuations can be observed for all sites 

but were most pronounced at drainage-inside sites (Figure A 4). 300 

3.2 Water flow patterns 

The highest piezometric levels at the control area were located in the north, whereas the lowest water levels were generally 

observed within the center of this section, indicating a potential lateral subsurface outlet (Fig. 4). Across the site, water levels 

tended to decline until August and then slightly recovered. Linked to this, the flow patterns showed a pronounced variability 

over the course of the growing season. In general, water from the wetter areas in the north and the south flowed towards a 305 

convergence zone in the center. The position of the central convergence zone shifted with time from the southern part (C-07, 

C-08) to the northern part until mid-August, and then back again south until the end of the observation period. Accordingly, 

during high water levels, the main outlet for water from the study area is located close to C-08, whereas with lower water 

levels, water flows towards C-06 and drains down the surrounding floodplain. 
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 310 

Figure 4: Interpolated piezometric levels and flow directions for four selected dates (15 June, 15 July, 15 August, and 15 September) 

across the growing season 2017 at the control and drained areas. Water level measurements in suprapermafrost water and surface 

water in the drainage ditch are shown with black dots. Flow directions are marked as arrows and contour lines of absolute water 

levels in gray lines. Interpolated water levels are indicated by color code (low water levels in red, high water levels in blue); note the 

difference in color scale for the control and drained areas due to general differences in absolute heights. The background map is 315 
based on WorldView-2 2011. 
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Within the drainage area, the spatial distribution of high and low piezometric levels maintained similar patterns throughout the 

measurement period: we observed the highest groundwater levels in the north-western area, the lowest, close to the outlet of 

the drainage ring in the southeastern part (Fig. 4). Locations inside the drainage ring showed the strongest temporal 

fluctuations, especially in the southeastern part where water levels were lowest. Based on hydraulic groundwater gradients 320 

between sampling sites, we determined the expected main flow direction within the drainage ring to be oriented from northwest 

to southeast, e.g., groundwater flow towards the outlet drainage channel (especially towards SW-3, Fig. 4) and the Ambolikha 

River. The convergence zone was found in the southeast at the drainage ring area, around the connection to the outlet channel. 

During the drier months of July and August, lower water levels generally intensified the flow paths; however, the overall flow 

patterns within the drainage area remained stable over the course of the growing season, even though absolute water levels as 325 

well as their gradients within this treatment area changed over time. 

The calculation of Darcy flow showed a relatively consistent pattern for drainage-inside areas. Darcy flows varied between 

reversed flow (-0.04 L d-1) between piezometer locations and a maximum of 0.88 L d-1. For many piezometer sites, high flow 

velocities were calculated for June, the lowest for July and were high again for September. Flow rates remained persistently 

high in some areas, whereas particularly for the drainage-inside area, the lowest flow gradients were found during mid-summer. 330 

Flow velocities within the control areas showed different patterns depending on the location of the piezometers (Table 1), 

including both permanent decline over the summer, as well as peak flow or low flow in mid-July. In general, the highest water 

flows were calculated for drainage-outside and drainage-inside sites followed by the control area. 
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Table 1: Suprapermafrost Darcy flow velocities [L d-1] calculated for three time steps in 2017. 335 

Area 
Darcy flow 
direction 

Darcy flow velocity [L d-1] 

17 June 2017 17 July 2017 04 September 2017 

D-in 

DI-06 to DI-09 0.88 0.36 0.43 

DI-01 to DI-02 0.18 0.25 0.29 

DI-03 to DI-05 0.29 0.12 0.38 

DI-08 to DI-10 0.27 0.03 0.21 

DI-06 to DI-02 0.30 0.14 0.13 

DI-01 to DI-04 0.15 0.03 0.22 

DI-07 to DI-08 0.16 0.02 0.13 

DI-08 to DI-09 0.10 0.02 0.12 

DI-04 to DI-02 0.16 -0.02 0.15 

     

D-out 

DO-01 to DO-02 0.53 0.32 0.26 

DO-03 to DO-04 0.36 0.35 0.30 

DO-05 to DO-06 0.05 0.04 -0.02 

DO-07 to DO-08 0.01 0.02 0.03 

     

Ctrl 

C-01 to C-03 0.28 0.19 0.15 

C-01 to C-04 0.11 0.11 0.03 

C-10 to C-08 0.39 0.02 0.05 

C-02 to C-04 0.11 0.09 0.03 

C-09 to C-10 0.06 0.04 0.03 

C-04 to C-06 0.05 0.01 0.04 

C-08 to C-06 0.001 0.09 -0.04 

C-07 to C-05 0.01 0.04 -0.04 

C-08 to C-07 0.01 0.05 0.01 

C-05 to C-06 -0.01 0.001 0.01 

C-04 to C-05 0.0000000001 0.0004 0.01 

 

3.3 Soil water saturation 

Thaw depths (Fig. 5) showed an initial steep decline at dry sites, but had stabilized by late summer (49.0 ± 12.4 cm on 04 

September 2017). In contrast, wet sites were characterized by a lower initial decline in thaw depth, but continuously deepening 

thaw levels ultimately bottomed out in September (62.7 ± 8.0 cm). 340 
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Figure 5: Water saturation zones for three measurement times (17 June, 17 July, and 04 September 2017), for different water types 

(D-in, D-out, Ctrl, SW) and differentiated between wet and dry areas. The gray area represents the transition zone from upper 

organic to lower mineral soil layer (D-in dry n = 6, D-out dry n = 1, Ctrl dry n = 2, D-in wet n = 4, D-out wet n = 8, Ctrl wet n = 8, 

SW = 3; see Table A1). Water saturation zones were calculated using water table, as the top hydraulic boundary and ice table (based 345 
on thaw depth data) as the bottom boundary. 

Water levels declined continuously only at very wet sites. For all others, there was a minimum water level in mid-summer, 

followed by an increase. This progression was emphasized in the drained-inside area (dry and wet), where the initial drop in 

water levels was steepest. Water levels recovered slightly in September, when most of the control area water levels continued 

declining (Fig. 5). In the vertical structure of the soil profile, a transition zone (20–26 cm below ground) separated the upper 350 

organic layer from the lower mineral soil layer. The pronounced difference in mean porosity observed between the organic 

layer (79.0 ± 3.6 %) and the mineral soil layer (24.1 ± 2.0 %) had an effect on the extent and temporal dynamics of the 

saturation zones. Data from mid-June, mid-July, and early September revealed differences in the overall locations as well as 

the dimension of the saturation zones (Fig. 5). The extent of the saturation zone is generally lowest in June. Shallow thaw 

depth tables in June corresponded to the extension of the saturation zone limited to the organic soil layer, although water levels 355 

were at their highest. In contrast to dry sites (Table A1), wet areas were inundated the most in June. The size of the saturation 

zone in July increased slightly for wet areas, and substantially for dry areas, and shifted downwards into the mineral soil layer. 

The largest extent of the saturation zone can be found in September, where the increase mainly resulted from water levels at 

the dry sites and from thaw depth at the wet sites. Generally, more extensive total saturation zones were found at wet sites (ca. 

10 cm larger at the drained area and ca. 37 cm larger at control sites) in contrast to dry sites. Surface waters showed highest 360 

water levels and a large increase in thaw depth in the late season. 
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3.4 Stable water isotopes 

Data for water isotopes showed two main patterns: a) temporal differences, indicating that the mean June samples were most 

depleted in δD and δ18O; and b) spatial differences between water types. Spatial differences highlighted that, in the period 

from July to September, surface waters were less depleted, followed by drainage-outside areas, control area and drained-inside 365 

areas, even though the differences between suprapermafrost groundwaters were relatively low (Fig. 6). Apart from the June 

data and in most areas, the strongest depletion was observed in August, whereas in the drainage-inside this peak was reached 

in July. The lowest range was found for locations of drainage-inside locations; the largest shift occurred among surface water 

isotopes between June and July. 

 370 

Figure 6: Mean stable surface water and suprapermafrost groundwater isotopes measured from 2016 to 2019. Colors show the 

location of different water types, shapes represent the monthly data. Circles in the respective colors visually summarize the months 

(Jul–Sep). The gray shaded rectangle shows all of June’s samples. The solid line represents the Global Meteoric Water Line (GMWL: 

δD = 8 x δ18O + 10) and the dashed line the Local Meteoric Water Line (LMWL: y = 7.18 x -11.61; R2 = 0.92, own measurements). 

The end-member values for permafrost ice (δ18O = –22.8 ± 0.2 ‰, δD = –180.8 ± 2.6 ‰) and for rain (δ18O = –15.3 ± 0.7 ‰, 375 

δD = –118.2 ± 4.4 ‰) used to calculate the local meteoric water line (LMWL) agreed closely with the values reported by Welp 

et al. (2005). Permafrost ice data were also in line with stable water isotopes analyzed by Opel et al. (2011), who were 

investigating radiocarbon in Siberian ice wedges. Linking water isotopes with radiocarbon data, we can assume that our 

permafrost ice was formed in the Holocene (Little Ice Age). The average composition of the sampled water in the system was 
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42 ± 8 % of precipitation during the growing season and 58 ± 9 % snow (spring samples) and permafrost melt water (late 380 

summer and autumn samples, Fig. 7). Over time, surface waters generally indicated decreasing snow-melt water signals, and 

simultaneously increasing rain water signals. A similar trend with continuously rising contributions from precipitation water 

over time was found at the wet locations DO-01, DO-07, and DO-03 at the drainage-outside area, and C-01, C-03, C-10 within 

the control area. In contrast, most of the drainage-inside sites, and also dry to intermediate sites in other areas (such as DO-09, 

DO-05, and C-06), initially showed a decrease in snow melt water signal, followed by a substantial increase in permafrost 385 

water towards the end of the sampling period. 

 

Figure 7: Percentage of precipitation input (end-member mixing analysis) for δD of the samples during the measurement period in 

2017. The lower the percentage, the higher the influence of stable water isotope signals; measurements from snow-melt water in 

early season (spring freshet) and from late-season permafrost melt water. 390 

4 Discussion 

Artificial drainage at the study site results in changes in hydrological conditions that contrast to those in a nearby control area; 

such changes affected water table depth, water flow velocity, and transport patterns. These shifts in surface and soil water 

regimes have secondary disturbance impacts on other ecosystem characteristics, including thaw depth and vegetation 
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communities. How long water remains in a place (residence time) and the saturation status of soil water may constitute 395 

important factors driving the lateral mobilization of carbon in this site. 

4.1 Degree of lateral connectivity impacts fluctuations in water levels 

The contrasting water levels between the area inside the drainage (where water tables are low) and the control area (where 

water tables are high) led to different responses to precipitation events. As a result of the generally high water levels, water 

table trends at wet sites were smooth, and the influence of short-term precipitation was less than at dry sites. After four 400 

precipitation events (Table A3), the overall median water level increase was 0.049 m for drainage-inside areas, 0.01 m for 

control areas, and 0.018 m and 0.022 m for drainage-outside areas and surface waters, respectively, highlighting the influence 

of precipitation events on drainage-inside areas. The accumulation of precipitation events had a long-term influence (Fig. 3), 

increasing water levels at all sites, but this signal was delayed. The increased lag time was a result of the laterally connected 

wet regions at the control area. Because of lower water levels above the frozen ground layer at the drained area, water levels 405 

were not as laterally connected as at the control area, and the increase in water levels was more than three times greater for 

short-term precipitation events during the driest temporal periods. The capacity of rainwater to infiltrate dry soils was faster 

than the lateral discharge towards the drainage ditch (Frampton and Destouni, 2015). During long-term precipitation events 

(such as occurred in mid-September, Fig. 3) this effect was minimized by generally higher water levels, a larger saturated 

zone, and increased lateral connectivity. The soil water capacity was reached at wet sites with water-saturated soils or inundated 410 

areas; there the rain water flowed in the upper part of the organic layer and surficially. Water, which was redistributed over 

the area, moved slowly towards small channels and topographically lower areas, discharging into the Ambolikha River. During 

periods without rainfall, high evaporation rates, combined with an increase in air temperatures, led to low water levels. During 

this time, the potential for groundwater recharge was limited; water flow following hydraulic gradients (Walvoord and 

Kurylyk, 2016) was the main processes affecting the water table depth. In general, precipitation input dominated temperature 415 

fluctuations; temperatures often dropped when rain fell (Fig. 3). 
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Figure 8: Schematic water levels and thaw depth for three measurement times (17 June, 17 July, 04 September 2017, data in m). 

From left to right the schematic shows drainage-inside (D-in), surface water (SW), drainage-outside (D-out), and control (Ctrl) areas. 

Water levels and flow patterns followed a characteristic area-specific structure (Figs. 2–4, 8), according to which, hydraulic 420 

gradients as well as soil saturation seemed to be the main drivers (O’Connor et al., 2019), although precipitation plays a short-

term important role, except from consistent precipitation periods (e.g., September 2017). The more the soil area was saturated, 
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particularly in the organic layer, the greater was the potential for lateral connectivity throughout the area. During the spring 

freshet in June, water flow was limited to the organic soil layer due to the shallow thaw depth (Fig. 8); permafrost represents 

an impermeable barrier (Grannas et al., 2013; Vonk et al., 2015). Surface water flow, inundation at wet sites, and groundwater 425 

discharge within the organic layer played a major role during this period (Woo and Young, 2006). At dry sites, transport was 

limited to the organic soil layer; there, without inundation water flowed less vertically and laterally connected in the soil 

column (Koch et al., 2013).  

From early to mid-July,  the spring freshet fully receded. Individual flow patterns appeared, and overall the lateral connectivity 

of water decreased (Fig. 3). A vertical soil water exchange at the drained area was inhibited by the very low water levels 430 

located mainly at the less permeable mineral layer. During this time water flow was lower and mainly located at the transition 

zone between organic and mineral soil layer. Here, residence times relatively increased and water redistribution slowed down 

(Table 1). Infiltrated precipitation water could be accumulated at this transition zone and quickly discharged laterally before 

fully percolating into the mineral layer (Koch et al., 2014; Walvoord and Kurylyk, 2016; Wright et al., 2009).  

In September, the vertical and horizontal water connectivity at drained sites increased when precipitation increased, and the 435 

input water was redistributed in both the organic and deeper mineral layers (Fig. 8). Groundwater recharge through percolated 

precipitation was more prominent during that period, enhanced also by lower air temperatures and therefore less evaporation 

(Fig. 3). Also, limited photosynthetic activity in the end of the growing season limited water uptake. At control sites, 

connectivity remained high both laterally and vertically (in the organic layer, inundated water flowed on top and the mineral 

soil layer provided strong input), even though inundation generally decreased over the growing season. 440 

4.2 Water flow depends on micro-topography and position of the water table in the soil column 

Water flow direction and speed depended on several parameters: the amount of available water (mainly from inundation and 

precipitation), topography, and the location of the water table within the soil (Gao et al., 2018). The organic layer, characterized 

by high pore volume and high hydraulic conductivity, promoted water flow, in contrast to the mineral layer (Walvoord and 

Kurylyk, 2016). The lateral redistribution of water within this site therefore depended strongly on water table depth and thaw 445 

depth, determining the position of the soil saturation zone.  

Microtopographic features, which led to a formation of local elevations and depressions at both experimental and control areas, 

profoundly impacted the small-scale redistribution of water. Measurement and sampling sites situated at local elevations (e.g., 

DI-03, DI-01, C-04, C-05) had relatively dry soils, whereas sites within local depressions (e.g., DI-10, DO-08, C-03, C-07) 

had wetter soil conditions throughout the study period. Soil composition at local depressions also differed from that at local 450 

elevations. High elevated sections were characterized by a large acrotelm layer (O’Connor et al., 2019); this uppermost organic 

layer comprised actively decomposed, highly permeable material and an overall thin organic layer. In contrast, low elevated 

sections had a large catotelm layer, comprising dense peat formation with low permeability (O’Connor et al., 2019). In this 

study, locating the transition zone between organic and mineral soil layer was sufficient to explain major patterns in water 

flow velocity and hydraulic conductivity: high hydraulic conductivity within the organic soil layer sped the flow of water into 455 
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the nearby drainage ditch (Hinzman et al., 1991; Quinton and Marsh, 1998), especially during the spring freshet, when water 

levels were mainly located within this layer. Water flowed more slowly at control areas, possibly because of the thick catotelm 

layer. In contrast, the thick acrotelm layers of local dry elevations as well as the drained areas may have enhanced flow paths, 

allowing flow speeds to increase (Table 1). 

The main water flow followed the hydraulic gradient from high to low areas correspondingly to topographical features 460 

(Walvoord and Kurylyk, 2016). This gradient was intensified at the drained area by the construction of the drainage channel. 

There water was first directed to the discharge areas, then to the outlet of the drainage ring, before discharging into the 

Ambolikha River. Such a lateral surface connection in a channeled flow underlies degraded polygonal tundra systems 

(Liljedahl et al., 2016; Serreze et al., 2000); the installation of the drainage system at the site is intended to reproduce these 

degraded systems  (Goeckede et al., 2017; Merbold et al., 2009). Inside the drainage ring, the main flow direction followed 465 

the gradient from higher to lower elevated areas, with water mainly entering the drainage channel around site DI-09 (and DI-

10, SW-3). This site, which was closest to the drainage ring outlet, was characterized by a very low general water table, and 

potentially low water residence times (Koch et al., 2013). Most of the suprapermafrost water with its constituents left the inner 

drainage system at this site and transitioned into surface waters. The autochthonous carbon at the drainage channel was then 

further transformed (assimilated by microorganisms and oxidized), before being transported within the drainage channel. 470 

The calculated suprapermafrost water flow at drained sites was faster in June and September compared to at the control area, 

where water followed hydraulic gradients (Table 1). In July, when water levels decreased to the minimum measured during 

the season, water flow was limited to the less permeable mineral layer and the water column within the soil was smallest. 

During that time, discharge into the drainage channel decreased and was influenced by short-term precipitation events although 

the flow direction remained the same. Likewise, the convergence of flow within the drainage area around site DI-09 was much 475 

more intense during summer months (July and August) (Fig. 4).  

The main flow direction at the control area was from the north and towards the Ambolikha River which represented the overall 

hydraulic gradient; however, a small dry  ridge was identified in the area (C-04, C-05 and C-06). South of this ridge, the water 

flow direction in June and September was sideways and followed small belowground flow paths characterized by slow water 

flow speeds and therefore higher residence times compared to those at drainage sites. During the lowest flow in July and 480 

August, lateral water export shifted northward (Fig. 4), probably due to small impediments at the site and to roughness in soil 

texture. This also led to changes in ephemeral small belowground drainage channels (Connon et al., 2014). Seasonal shifts in 

preferential flow paths may have changed the extent of carbon concentration (e.g., how much previously accumulated carbon 

was transported). Most of the wet areas could be associated with local depressions and confluence sites, where groundwater 

accumulated from the surrounding area and was slowly laterally exported (Connon et al., 2014). Location C-10, which was 485 

directly affected by the Ambolikha River, discharged towards it throughout the measurement period. 

Permanent inundation and very wet soil conditions led to a saturated organic layer over the growing season; slow water 

movement and relatively long residence times were observed, as they were at the control area, where the water flow was 

generally lowest (Table 1). Such long residence times may be associated with large vertical flow paths, because percolation is 
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pronounced when the active layer deepens (Frampton and Destouni, 2015; Koch et al., 2013). Carbon production (anaerobic 490 

vs. aerobic) may be influenced in turn, as may carbon export (e.g., direct vertical release from inundated water column 

(Dabrowski et al., 2020; Wang et al., 2022)).  

Most sites dried completely from June to July due to decreased freshet water, increased air temperatures, and lack of rainfall. 

Although thaw depth increased, the organic layer became very dry and the remaining pore water in the mineral layer was at 

its lowest at dry and drainage sites (Fig. 5). Porosity within the mineral layer was more than three times lower compared to 495 

within the organic layer (Table A4). With the gain in water experienced by drainage-inside areas in both soil layers between 

July and September, carbon could be exported through the system. At control wet sites, water gain within the mineral zone 

could be detected, but at the same time, water loss in surficial water was observed. 

The abundance of stable water isotopes measured in this study indicated the seasonal composition and transition of the surface 

water and groundwater influenced by evaporation, presence of snow and precipitation events, and helped identify pathways 500 

for lateral water transport at both study sites. The temporal trend at drained sites showed a clear shift from a snow-melt 

dominated signal at the beginning of the study (i.e., more depleted δ18O and δD values) that decreased over time and was 

replaced by permafrost thaw signal at the end of the measurement period. Control sites, which were most influenced by 

precipitation signals, accumulated water flow throughout the area. 

In July, the composition of stable isotopes indicated an increase in the relative contribution of the rain water signal (Ala-aho 505 

et al., 2018). Towards the end of the measurements (August and September), the patterns between control and drained areas 

became distinctive. At sites that were well connected vertically and laterally, with high to inundated water levels, rain water 

dominated. Moreover, the composition of stable isotopes was less depleted and more in contact with the surface than at control 

areas, and therefore more prone to evaporation (Welp et al., 2005). Most data showed a deuterium excess of <10 ‰ (Fig. A3), 

which was attributed to an evaporative fractionation signal and to enriched precipitation in summer (Ala-aho et al., 2018). The 510 

hinterland component for control areas and drainage-outside areas was an important source for water input in this context, 

slowly supplying water from adjacent connected areas (O’Connor et al., 2019). Therefore, the relative location of a site within 

a larger area with multiple topographic features is pivotal for water accumulation or discharge. The initial increase in stable 

water isotopic composition at the drained sites had disappeared  at the end of the study period, signaling permafrost thaw (Figs. 

6, 7). This decrease was attributed to early summer water sources (snow-melt and precipitation) having largely drained out. 515 

Furthermore, Ala-aho et al. (2018) highlighted that snow-melt water contributed much more to summertime water flow than 

expected. This contribution is possible when water that was initially replenished in local depressions interacted with 

suprapermafrost groundwater during the mid-July low-flow regimes (Ala-aho et al., 2018). Surface water isotope signals 

gradually increased and were the most influenced by precipitation. Including the full isotopic dataset from 2016 to 2019 in this 

study allowed a more general view of monthly data variability. The largest difference in isotopic data was found for surface 520 

waters from June to July, indicating that in June, waters mainly consist of snow-melt, whereas in July, waters are dominated 

by precipitation (Fig. 6). 
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4.3 Drainage feedbacks on thaw depth dynamics 

Small-scale variations in thaw depth influence the movement of active layers and exchange between surface water and 

suprapermafrost groundwater. Shifts in thermal conductivity and heat capacity affects permafrost by affecting subsurface water 525 

flow (Sjöberg et al., 2016; Walvoord and Kurylyk, 2016). Both factors influence the seasonal development of thaw depth in 

permafrost soils and are strongly determined by hydrologic conditions. In the beginning of the growing season, very wet soils 

have a high heat capacity, which initially impedes  the deepening of the thaw layer. Starting by mid-July, the wetter microsites 

have lost enough standing water to considerably lower their heat capacity, whereas thermal conductivity is high, so that thaw 

progresses into the fall (Fig. 5). Our observations demonstrate that drainage speeds up the initial drying of topsoil layers 530 

following flooding in early summer. As a consequence, the heat capacity of microsites affected by drainage is quickly 

diminished, and the thermal conductivity, which affects the progression of thaw, is enhanced. However,  organic topsoil layers 

began to dry out already in June, and by mid-July, decreasing thermal conductivity had mostly slowed down the thawing 

process (Fig. 5). The energy that heats up the upper layers does not penetrate the deep layers due to low thermal conductivity, 

slowing down the thawing process. These effects were also shown in a previous study in the same study area (Kwon et al., 535 

2016). 

4.4 Drainage impacts on site characteristics and biogeochemical cycles 

Vegetation adapted to high water levels, such as cotton grasses (Eriophorum angustifolium) and tussocks (Carex species), 

developed in the predominantly wet areas (Fig. A2) within the undisturbed floodplain (Kwon et al., 2016). The change in 

hydrologic status also shifted the main vegetation type towards shrubs and tussocks with shrubs dominating the drained area 540 

(Goeckede et al., 2017; Kwon et al., 2016). Shrubbier vegetation was able to develop a deeper and larger root system when 

soils were drier. Drier, warmer topsoils generated by drainage promoted this change in vegetation. . Such changes could alter 

the energy balance (snow cover, shading), and, combined with evaporation, lead to further changes in the annual hydrologic 

regime. Because these vegetation types require more water, the soil wetness remains reduced. With more water uptake, 

vegetation was also able to enhance evapotranspiration (Chapin et al., 2000; Merbold et al., 2009). This may further dry out 545 

soils and promote vegetation with a deeper rooting zone, reinforcing and confirming the change towards drier soil conditions 

and an enhanced channeled flow (Liljedahl et al., 2016). 

Overall, more water left the drained (inside and outside microsites) area, and the exchange with the organic soil layer varied 

over the growing season. The increased groundwater discharge towards surface waters was consistent with findings of many 

other studies (Connon et al., 2014; Déry et al., 2009; Evans and Ge, 2017; Frampton et al., 2013; Kurylyk et al., 2014; 550 

Lamontagne-Hallé et al., 2018; Walvoord and Striegl, 2007). Increased discharge leads to varying carbon production and 

transformation and transport towards surface waters (Walvoord and Striegl, 2007). Speeding up suprapermafrost discharge 

within the drainage area could lead to more rapid lateral transport of constituents towards surface waters (Walvoord and 

Kurylyk, 2016). We expected the faster water flow during and directly following the spring freshet (June), and higher 
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precipitation inputs (September), to laterally transport high concentrations of dissolved organic carbon (DOC), and assumed 555 

these concentrations would decrease towards the warmest time in summer (Guo et al., 2015; Prokushkin et al., 2009; Vonk et 

al., 2015). Therefore, the lowest DOC concentrations were expected during the low-flow period in July and August in 2017. 

During the driest period in July, water transport and leaching of carbon were limited to the mineral soil layer. Instead, there is 

a stronger focus on collecting permafrost thaw water within the mineral layer, but due to low hydraulic gradients and 

conductivity, exported water masses are relatively low. When low water tables create drier soils, the potential for microbial 560 

respiration increases, which in turn shifts CO2 production (Goeckede et al., 2019; Kwon et al., 2019). Furthermore, the birch 

effect, which represents a quick release of CO2 due to soil rewetting (e.g., precipitation events), also leads to changes in carbon 

export in comparison to natural wet soil conditions (Singh et al., 2023). However, CH4 production in dry areas is much more 

reduced due to limited water saturation and anoxic conditions (Bastviken et al., 2008; Dabrowski et al., 2020). Shifted 

biogeochemical signals may therefore caused by quicker discharge and drier soil conditions induced by permafrost 565 

degradation.  

5 Conclusion 

We investigated the response of permafrost ecosystems to the drier conditions expected as a consequence of climate warming. 

Our field experiment was based on an artificially constructed drainage ditch in an Arctic floodplain underlain by permafrost, 

which allowed us to study hydrological effects in a dry area compared to a nearby wet control area. This setup mimics landscape 570 

transitions due to permafrost degradation including hydrological and vegetational changes. 

In summary, this drainage resulted in lowered water tables, drier soil conditions, taller vegetation, and differences in flow 

dynamics and water isotopic signatures. An increase in hydraulic gradients caused by the drainage ditch sped overall lateral 

water flow velocity, especially when water levels were located within the organic soil layer. When water levels dropped into 

the less permeable mineral soil layer, velocity slowed and vertical and lateral connectivity decreased substantially. The Darcy 575 

flows at the control area were much lower, which caused longer water residence times compared to the drained area. An 

expansion of drainage areas in these ecosystems can lead to shorter water residence times, which at the same time will affect 

the time scales of flushing of carbon and nutrients as well as transformation processes. This observation was also supported 

by changes in the isotopic composition of our water samples, which indicated that the contribution of different water sources 

(precipitation, permafrost melt and snow-melt water) shifted between drained and control areas. The shifts in vegetation 580 

structure induced by drainage may have significantly influenced the local carbon budget by altering carbon sinks and sources, 

as well as water balances, through related shifts in evapotranspiration.  

In addition to permafrost degradation induced by global warming, other disturbances such as wildfires can also lead to 

subsidence and changes in hydrological conditions. Therefore, the findings from our field experiment may be relevant in any 

landscape subject to accelerated lateral water flow and associated constituent transfer, which may for example impact the 585 

location and speed of transformation processes that lead to the release of carbon dioxide and methane. It is necessary to further 
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analyze the increased abundance of such degraded landscape patterns to better understand potential risks of infrastructure 

collapse and how this affects the progression of thaw slumps and thermo-erosion. The results from our study demonstrate 

adequate requirements to compare and characterize natural conditions with a drainage-influenced area regarding 

suprapermafrost water level shifts. Future studies should focus on combining lateral and vertical water and carbon fluxes to 590 

better understand how the carbon processes and transport pathways respond to projected shifts in hydrological dynamics in 

tundra ecosystems. 

6 Appendices 

Appendix A 

 595 

Figure A 1: Hydrograph at Kolyma station in Kolymskoe showing a nival streamflow regime. First peak during spring freshet was 

between 26 May 2017 and 03 June 2017; second peak was between 20 June 2017 and 01 July 2017; summer low-flow was between 

30 July to ca. 30 October 2017. Gray lines represent start (12 June 2017) and end (22 September 2017) of ultrasonic water level 

measurements. Data: McClelland et al. (2023) 
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Table A 1: Water type description and wetness indicator throughout the measurement period for each location. 

Hydrological 
section 

Description 

Wetness indicator, WI [m] and location ID 

dry 

WI <= –0.138 

wet 
WI > –0.138 

D-in 
drainage-inside sites: all locations 

within the drainage ring 

DI-01, DI-03, DI-04, 
DI-05, DI-07, DI-09 

DI-02, DI-06, DI-08, DI-10 

D-out 
drainage-outside sites: all locations 

adjacent to the drainage ring 
DO-09 

DO-01, DO-02, DO-03, DO-
04, DO-05, DO-06, DO-07, 

DO-08  

Ctrl 
control sites: measurement at the 

control, non-manipulated site 
C-04, C-05 

C-01, C-02, C-03, C-06, C-07, 
C-08, C-09, C-10 

SW 
surface water sites: measurements 

at the drainage ditch 
 SW-1, SW-2, SW-3 

 

 

 

Table A 2: Outliers in water level measurements in 2017. 605 

ID Outliers 

SW-2, DO-04, C-01, C-08 none 

C-03, DO-08, C-07, C-06, DO-07, DI-08, DO-01, SW-1, DO-06, DO-09, DI-10, C-09 low (< 9 %) 

C-02, DI-09, DI-03, C-04, DI-07, DI-04, C-10 medium (10–40 %) 

C-05, DI-02, DI-05, DO-02, DI-06, DO-03, DO-05, DI-01, SW-3 high (> 40 %) 
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Table A 3: Four selected precipitation events throughout the measurement period. 

Selected precipitation events 
1 2 3 4 

02–03 July 29 July 16–17 August 03 September 

Precipitation sum [mm] 
4.5 5.3 5.3 5.7 

Precipitation duration [h] 
4 2.5 4 8 

Precipitation intensity [mm h-1] 
1.1 2.1 1.3 0.7 

    

ID Abs. 
WL 
change 
[m] 

ID Abs. 
WL 
change 
[m] 

ID Abs. 
WL 
change 
[m] 

ID Abs. 
WL 
change 
[m] 

DI-03 0.003 DI-03 0.002 C-03 0 C-09 0.003 
DO-08 0.003 C-03 0.003 DI-03 0.002 C-01 0.004 
C-03 0.004 DO-05 0.005 DI-04 0.002 DO-04 0.008 
C-08 0.004 C-10 0.006 C-08 0.005 C-02 0.008 
DI-01 0.005 C-01 0.007 C-01 0.007 C-03 0.008 
C-01 0.005 C-09 0.009 C-07 0.011 DO-01 0.009 
C-02 0.009 C-02 0.01 C-10 0.012 DO-08 0.009 
C-07 0.009 C-07 0.01 C-09 0.015 C-07 0.009 
DO-01 0.01 DO-01 0.013 SW-1 0.02 C-08 0.011 
C-10 0.01 DO-03 0.013 SW-2 0.02 DO-07 0.012 
DO-03 0.011 C-08 0.013 DO-01 0.022 DO-02 0.016 
DO-04 0.013 DO-02 0.017 DO-04 0.029 DO-06 0.016 
DI-06 0.014 SW-1 0.018 C-04 0.037 DI-05 0.02 
DO-02 0.018 SW-2 0.018 DO-08 0.04 DI-08 0.025 
DO-06 0.018 DO-04 0.019 C-05 0.045 C-06 0.027 
DO-07 0.02 DO-07 0.021 C-06 0.048 SW-1 0.032 
C-09 0.022 C-06 0.029 DO-07 0.051 SW-2 0.033 
SW-1 0.023 DO-08 0.031 DO-09 0.056 DI-10 0.035 
DO-09 0.027 C-04 0.037 DO-06 0.078 DI-04 0.037 
SW-2 0.027 DO-06 0.051 DI-08 0.08 DI-07 0.037 
C-06 0.03 DO-09 0.053 DI-07 0.095 DO-09 0.045 
DI-08 0.043 DI-07 0.053 DI-10 0.112 C-04 0.051 
DI-04 0.045 DI-08 0.054   DI-09 0.059 
C-04 0.058 C-05 0.054     
C-05 0.058 DI-10 0.067     
DI-05 0.06 DI-05 0.07     
DI-10 0.064 DI-04 0.206     
DI-09 0.075       
DI-07 0.087       
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Table A 4: Porosity measurement in 2018. On six locations across the study site, samples from upper organic and lower mineral soil 610 
layers were analyzed for porosity (in total: 14 samples – seven from the organic and seven from the mineral layers). The mean 

transition between organic and mineral layers was 23 ± 3 cm below ground. Mean porosity values for organic material were 79 ± 4 

% and for mineral material, 24 ± 2 %. 

ID Sampling date and 
time 

Transition between 
organic and 
mineral soil layers 
[cm] 

Site 
type 

Average thaw depth 
[cm] 

Soil 
layer 

Porosity 
[%] 

1a 08.07.2018 12:00 
20 D-in 34.8 ± 1.3 

organic 80.8 

1b 08.07.2018 12:30 mineral 22.5 

       

2a 08.07.2018 13:00 
26 D-in 38.0 ± 3.4 

organic 84.8 

2b 08.07.2018 13:30 mineral 24.8 

       

3a 08.07.2018 17:00 

23 Ctrl 43.6 ± 2.9 

organic 75.4 

3b 08.07.2018 17:30 mineral 23.0 

3c 08.07.2018 17:45 mineral 24.6 

       

4a 17.07.2018 14:00 
22 D-in 34.3 ± 4.2 

organic 81.7 

4b 17.07.2018 14:20 mineral 27.8 

       

5a 17.07.2018 14:45 
24 D-in 49.8 ± 1.7 

organic 74.7 

5b 17.07.2018 15:05 mineral 24.1 

       

6a 17.07.2018 15:40 

25 Ctrl 43.5 ± 2.9 

organic 77.1 

6b 17.07.2018 16:00 organic 78.6 

6c 17.07.2018 16:20 mineral 21.8 

 

  615 
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Figure A 2: Vegetation distribution over drained (blue) and control areas (orange). The predominant vegetation types at the drained 

(mainly dry) area are high shrubs and tussocks with shrubs. The predominant vegetation types at the control (mainly wet) area are 

cotton grass and tussocks. 

 

 620 

  



 

32 

 

Figure A 3: Time series of the water levels (blue line) combined with δ18O data (gray points) and D-excess (red points); at a wet 

location in the control area, C-01 (upper panel) and at a dry location within the drainage ring, DI-04 (lower panel). 
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Figure A 4: Differences in water levels per day. Morning (07:00:00–11:00:00 LT) and evening (19:00:00–23:00:00 LT) mean values 625 
were calculated every day. Boxplots of the differences between these two time periods are shown for all measurement sites: a) D-in, 

b) D-out, c) Ctrl, d) SW sites. Vertical scales were truncated to enhance visibility and comparability; some outliers are not shown. 

The red line represents 0, all data above 0 indicate that water levels were higher in the morning compared to the evening.  
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Figure A 5: DSM – digital surface model of the drained and control areas. The data were derived from drone measurements in 2018 630 
and represent the top of vegetation. The higher the elevated area, the drier the soil and the more highly developed the vegetation 

(i.e. shrubs). The height classes show a higher resolution – between five and six meters – to increase visibility. 
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